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Millennials and the Normalisation of Surveillance on Facebook

While surveillance is usually understood as the purposeful monitoring of individuals by those in authority (Lyon 2007), Albrechtslund (2013) describes a type of surveillance where people willingly keep watch on each other through social media, calling it 'participatory surveillance'. An anonymous focus group and online survey of 81 Australians categorised as part of the Millennial Generation investigated their experience of both authority and participatory surveillance on Facebook, that is, their awareness of the level of surveillance they themselves are under and their surveillance of others. The results reveal that this group are generally concerned about privacy and security for their personal information, though not always sure what they should do to ensure it, and that they are willing to access and distribute the personal information of others. They generally feel that protecting their information from individuals and from the government is a greater concern than ensuring privacy from commercial entities. However this group believe that a reduction in privacy, on and off line, is part of contemporary life, and giving up some information is necessary to participate in the online environment. Social media’s participatory surveillance appears to be preparing young people for a lifetime of being watched, by helping to re-define understandings of privacy.
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Introduction

Social media use is dependent on users’ self-disclosure of personal information. Facebook facilitates the sharing of ideas and experiences for an amorphous audience by encouraging ‘posts’ or updates, enabling a visibility of personal details that goes beyond that which would typically be available to acquaintances (Trottier 2012). ‘Status updates’ imply constancy in posting and ‘life events’ normalise the sharing of milestones. Even if there has been no change in status or any life events, Facebook encourages the sharing of ‘photos/videos’ and these suggestions for posts combine to encourage a flow of personal information. Responses to posts rarely become a two-way
exchange. In using Facebook as a vehicle for staying in touch with personal networks, relationships become more like surveillance as users watch and comment on the activities of others rather than directly communicating with one another (Trottier 2012).

Surveillance practices go beyond facilitating online social networking to actually constitute it, as users continue to return to the site to update their own profiles, or to stay current on others’ activities. Self-disclosure is at the core of Facebook interaction, as users present themselves through the release of information about their preferences, histories, activities and opinions. Facebook is synonymous with surveillance; information is currency in the digital age, and governments are not the only ones interested in harvesting it. A number of organisations and services collect and use the information in Facebook (Lee and Cook, 2014), often without the knowledge of the users, even if they have inadvertently consented to its harvesting. Institutions and agencies watch over targeted populations as social media enable law enforcement to focus on suspects rather than activities. Commercial interests watch over their markets, finding Facebook an effective tool for connecting with consumers and identifying market trends. And individuals watch over each other.

Individuals watching each other constitute a variation on traditional surveillance patterns of top-down monitoring of citizens by the state. The peer-to-peer surveillance of partners, friends and relatives is a social surveillance and individuals’ online visibility, and their concurrent watching of others, has a social function (Marwick 2012), strengthening connections rather than overtly influencing behaviour. Foucault (1977) used Bentham’s panopticon as a metaphor for an assumed surveillance that led subjects to internalise power relations and modify their behaviour to conform. Contemporary surveillance practices complicate this metaphor. While the level of surveillance in society has undoubtedly increased, some forms such as peer surveillance
do not appear to have a regulatory function. Everybody is encouraged to watch and be watched, leading to a series of 'Little Brothers' (Chalkley 2012). In Chalkley's words, 'the modern panopticon is dispersed' (2012, 206) and he uses the term ‘omnopticon’ to suggest we live in a state of constant mutual surveillance. Social media such as Facebook has introduced a new dynamic into watching others. Rather than the few watching the many, the panopticon model, or the many watching the few, the synopticon model of broadcast media, social media is an omnopticon where the many watch the many (Siapera 2012).

Engaging with social media such as Facebook involves negotiating the benefits and risks of information sharing. While there may be a level of sensitivity towards the loss of privacy, this loss is a necessary component of status seeking through sharing personal information. Users maintain a trade-off between protecting their privacy and performing their identity in posting personal information online (boyd and Hargittai 2010). The risk of misinformation or adverse information being circulated is balanced by the ability to receive immediate updates of changed circumstances, to be the first with the latest social news. Immediacy has become a major component of the Internet experience for the Millennial Generation (Lee and Cook 2014, 1), defined as those born between 1982 and 2000 (Howe and Strauss 2009), and privacy seems to be willingly traded for immediacy. The leaking of information from one context to another may create a risk of embarrassment, or worse, but it gives access to a breadth of personal information on others, information that is usually not available in discrete offline contexts. The cross contextual exchange of information becomes a condition that users manage, rather than a threat of public exposure (Trottier 2011).

The term ‘privacy’ is an umbrella term, referring to a wide and disparate group of related concepts dependent on culture and context (Solove 2008). In Australia, as in
other societies based on an individualist cultural model, the concept of privacy refers to a person’s ability to control access to information about them and to have exemption from, or limitations on, scrutiny, surveillance, or interference (Margulis 2003). Solove’s (2006) taxonomy of privacy lists the same components: information collection, information processing, information dissemination, and invasion, which Sandra Petronio (2012) collectively defines in describing privacy as a feeling that one has the right to own personal information. Petronio’s communication privacy management theory maps the ways that people navigate privacy, showing how privacy boundaries guard information that individuals have but others don’t know, and the ways that these boundaries are either protected or relaxed. While privacy supports ontological security, information disclosure can strengthen relationships and build social capital, so privacy boundary negotiation and maintenance is a continual process.

The use of online social networks involves a complexity of understanding and maintaining privacy, as it involves the sharing of personal information in a public forum while maintaining control of that information. In Facebook, 'privacy is not about being anonymous' (Albrechtslund 2013, 317). In fact, Facebook requires users to provide the name they use in real life. Users want to share information on their personal lives, but protect their privacy by having their information reach only the intended audience. The issue of privacy, therefore, is more about monitoring who sees a personal profile and how much information they see (Tufekci 2008) rather than inhibiting disclosure of information. Users who want to share personal information online face a dilemma between potential privacy risks and the gratifications that come from sharing this information. Practices to protect privacy in social networks are paradoxical, as content-sharing behaviour conflicts with attempts to reduce the negative consequences of disclosure. This conflict results in boundary turbulence, to use Petronio’s (2012) term,
as the boundary between public and private becomes permeable, and individuals rework their personal privacy rules. Most users reconcile a loss of conventional privacy with the benefits of participating in online social networks and rationalise any privacy violations as a normal part of social media visibility (Trottier 2012).

This study of Australian students aged 18-34 (Millennials) asked them about their use of Facebook to uncover the extent to which that use constituted a 'normalization of social media visibility' (Trottier 2012, 321). Howe and Strauss (2009) are widely credited with naming the millennial generation, identifying them as those born between 1982 and 2000. Millennials are the first generation that has not known life without digital media and their lives have been profoundly affected by the online space. They are highly active, in both work and play, on social media platforms and contribute, share, search and consume content on those platforms (Bolton et al. 2013). They also constitute the demographic with the highest presence on Facebook. While Facebook’s users have expanded from the original teens and university students, and there is evidence that young people are moving from Facebook to other social media applications, the 16 to 24-year-old and 25 to 34-year-old demographics are still the major users of Facebook internationally (Statista 2015) and in Australia (Sensis 2015). While the number of older users is increasing, young people log on more frequently and have larger friend networks than older users.

There is a significant body of research on university students’ social media use, however much of it is focused on the United States (see for example, Alt 2015; Bolton, et al. 2013; Paradise 2012; Park & Lee 2014; Sheldon 2008; Tandoc, Ferrucci & Duffy 2015; Wang et al. 2015) with very little exploring usage in regions such as Australia, and there are indications that Australian use patterns cannot be assumed to parallel those in the US (Nicol 2014; Winkels 2014). While there are no
published comparisons, the differences in technological infrastructure, service provision, and youth culture make it difficult to align Australian practices with American research. Analysis of the data, gathered via an online survey and online focus group, identified four key themes around surveillance and privacy: these students are generally concerned about privacy and security for their personal information, though not always sure what they should do to protect it; they take obvious steps to protect their privacy, but are not aware of all the situations that pose a threat; the students feel that privacy from individuals (latent axe murderers and vengeful exes) and from the government (Tax Office, ASIO, and the police) is a greater concern than privacy from commercial entities (Facebook, eBay); and the students believe that giving up some information is necessary to use social media, applications, and games, and a reduction in privacy is part of contemporary life.

Methodology

Following on from an analysis of how students at the University of Newcastle in Australia developed a sense of belonging through peer surveillance on Facebook (Kibby and Fulton 2014), this project examines the broader impact of peer surveillance on attitudes and practices. The researchers used connective ethnography (Hine 2007) and employed a mixed method approach with an analytical framework derived from Petronio's (2012) theories of boundary management in the protection of privacy, and Foucault’s (1977) notion of the surveillant gaze as a relationship that is entered into. An online survey used a Likert scale to collect nominal data on the likelihood of participants engaging in a range of surveillance practices on Facebook and on their attitudes to personal surveillance in both online and offline spaces. An asynchronous online discussion forum was used to conduct an unstructured focus group where participants were able to raise their own opinions and experiences of surveillance and
respond to the ideas of others. The survey and focus group forum were made available to participants for the month of October in 2014. Participants in both were recruited from the same pool of students from two courses that teach digital communication and social media. The cohort included students from a broad range of study programs including communication studies, cultural studies, visual communication, arts, teaching, business, law, information technology, engineering, social work, and the sciences. The participants were drawn from first year through to final year students and ranged in age from 18 to 34-years-old.

Online data collection has a number of disadvantages. Among these is the tendency for mode effects where the method has an impact on who responds and how they respond, with net-savvy participants more likely to take part, and to engage more fully (Jackman 2005). Self-selected respondents to an online survey can introduce bias. In addition, there are limitations on the ability to determine whether respondents belong to the target population, and online methods often have low response rates. Identifying university students as the target population for this study reduced some of the disadvantages: as participation was limited to a specific group, all those invited to participate had similar web skills, they could be contacted as a group to encourage involvement, and with more people participating in the survey, the bias would be smaller. The population selection was legitimised by the fact that college students remain the dominant demographic amongst Facebook users (Paradise 2012) and over 90% of college students have a Facebook profile (Sheldon 2008). Participants were further restricted to the so-called Millennials, a group that is seen to rely on social media to communicate and build community (Rainie, Horrigan, Wellman and Boase 2006). While this non-probability convenience sampling cannot be used for statistical inference about a broader population, the results can be seen as indicative of the
attitudes and behaviours of Australian Millennial Generation university students and provides a base for further research in the area.

Eighty-one students completed the online survey. Of those 81, one respondent was excluded as being over the age limit. Respondents were asked to give their nationality to test whether those from the University’s international campus or who were exchange students had different perceptions. However, only three students described themselves as other than Australian, so their responses were excluded. This left 77 valid responses to include in the dataset. The survey URL was advertised to 300 students, which gave a response rate to the survey of 25.7%. Fowler states that ‘[t]here is no agreed-upon standard for a minimum acceptable response rate’ (2009, 51) and points out that ‘[n]ot every effort to gather information requires a strict probability sample survey’ (2009, 14). The aim of this study was to gain a sense of contemporary students’ attitudes towards surveillance, and an indication of the types of practices they engage in to keep track of their peers and control their own privacy. The goal was not to generate statistics on the impact of Facebook on the normalisation of surveillance, but to illustrate the actions and opinions of the participants, and not to quantify the impact of social media on the perceptions of surveillance.

Likert scale survey questions covered several areas: how do the respondents use social media; how do they manage their own presence online; how do they interact with others online (including family, friends and strangers); and what do they think about the way their data is used by other individuals and agencies. The survey was managed through Survey Monkey and responses were analysed using SPSS software. Survey Monkey software allowed the researchers to embed the survey into course management software for student ease of access as well as to ensure anonymity.
While the online survey had general advantages in terms of cost and convenience, using the online environment for focus group discussions provided specific advantages over face-to-face discussions. While anonymity meant that it was difficult to identify if the same students participated in the forum and completed the survey, the anonymity of the online environment mitigated pressure to conform to group opinions and any influence from inadvertent feedback from the moderator. The online forum also meant participants were able to contribute well-thought-out written responses, and the time frame for participation allowed for reflection and subsequent comment. To ensure anonymity, personal identifiers including Internet Protocol (IP) addresses were never recorded for either the online survey or focus group, with consent acknowledged by simple click-through to the survey and discussion via course management software.

The online forum used the university course management software, Blackboard. Having explored other alternatives such as Yahoo Groups and Google Hangouts, Blackboard discussion forums were selected as participants could use an existing account, they are familiar with this format for online discussion, and it is the only forum that allows complete anonymity. The researchers posted a discussion starter and participants posted on their experiences and opinions, with no intervention from the researchers. The focus group forum allowed contributors to begin a thread on any aspect of surveillance via social media and respond to the posts of others. Sixty-four students participated in the forum and these comments were analysed for common themes. Students’ responses in the forum have not been edited and spelling, punctuation and grammar are quoted as originally posted.
Results and Discussion

Concern about Security
Survey respondents’ views differed on how their own social media data is used by various stakeholders, including employers, the Australian government, law enforcement agencies, and Facebook and other commercial users, depending on the source of the surveillance. Social network sites are seen as a perfect convergence between ‘personal communications and mutual surveillance, public relations and workplace surveillance, criminality and opportunistic surveillance, data-mining and state surveillance, social movements and activist surveillance’ (Athique 2013, 225). So social media involves a range of agencies involved in a continuum of personal monitoring from generally benign information collection to a controlling surveillance. A high percentage of the participants showed concern with how these surveillance agencies collect and use available social media data, however the level of concern depended on the agency collecting it with stakeholders such as telecommunication companies (telcos) and employers causing a relatively high level of concern while commercial entities such as Facebook, and governmental agencies such as the police, are less of a worry.

Participants are concerned or extremely concerned if potential or current employers ask to access their social media profiles although the level of concern differed (potential employers: 80.5%; current employers: 75.3%). It seems that these respondents are not as apprehensive about potential employers accessing their Facebook profile: only 10% of respondents are extremely concerned if a potential employer asks for access while almost 20% are extremely concerned if their current employer asked for access. These figures suggest, perhaps, that potential employers are seen to have a more legitimate reason to collect information via social media. The level of concern, though, may also be a result of the different power/knowledge relationships
involved, and the relative importance of the connections with current employers and potential employers.

Respondents are less concerned with Facebook providing details of demographic categories, life events, hobbies and interests to consumer data firms with almost a quarter (23.4%) not concerned at all. McChesney (2013) calls this the commercialisation of friendship and the online forum contains several comments that show acceptance of Facebook on-selling personal details while displaying a concern at the amount of information collected:

People act like it is a massive abuse that the service providers are selling our info - info that we freely give. Google/Facebook aren't altruistic companies, and they need to make the money somehow. Of course they are going to try and get as much information as possible.

All of the sites I use like Facebook and twitter, it does hunt you down to the exact street you are standing on which is crazy to me. Even though I feel uncomfortable about it, I still use the sites anyways regardless of being tracked down.

Almost 90% of survey respondents are concerned or extremely concerned that telcos would be asked to retain data, including phone and online records such as Facebook, for the use of law enforcement agencies and government. While the respondents are wary of law enforcement access to their data, there is a lower percentage that worries about the Government accessing Facebook accounts with almost a fifth (18.2%) not at all concerned. A reason for this difference in levels of concern could be the public debate on increased surveillance through data retention on behalf of law enforcement agencies, proposed to assist in combating terrorist threats. This debate was happening at the time with a high amount of media attention, which means that students could have been more aware of the issue of data retention.
While survey respondents were concerned that telcos would collect their personal information they were less concerned that government or commercial organisations would do so. The boundary turbulence (Petronio 2012) around telcos may be a result of a limited understanding of why this information is being collected, and the scope of its processing and dissemination, and an underlying fear that it could result in a level of interference in their online activities. There were, however, comments in the focus group forum that revealed a concern about government collection and use of data:

… companies that I use for free using my data to remain profitable, no real problem so long as they aren't selling to the mafia. Government access to this data, big no no. Main difference in my mind is that the government has executive power. They 100% have the ability to make you disappear for lack of better phrasing … Too bigbrother like.

… the real issue to me is who has the data and why. Companies making a dollar are no problem. A government who doesn't want to bother with warrants - hell no.

The comments reveal a distrust of government and the power that access to data gives the Government. This may be a reflection of the composition of the group, however, in response to the survey, 32% said they would be extremely concerned to know that the Australian government had requested access to hundreds of users’ Facebook accounts, slightly less than those extremely concerned about telcos (39%).

While telco and government agencies received a relatively high level of concern, for most participants a commercial entity such as Facebook is seen as having, if not a legitimate reason for collecting and on-selling their information, then at least an understandable reason for doing so, and a logical motivation for the type of information collected. With government and telco surveillance, there seems to be less knowledge and understanding of what information is being harvested, and why. As one participant says:
How is recording updates on the bands I’ve seen going to prevent terrorism?

While there is a sense of general concern about government and official surveillance, the widespread use of social media to distribute personal information ‘demonstrates a remarkable degree of faith in the integrity and security of SNS platforms’ (Athique 2013, 223), although there is a level of wariness:

I don’t trust Facebook or Twitter to do the right thing and delete the data like location services when they are finished with them.

While this wariness exists, the overall level of trust in the platform, and the acceptance of a degree of surveillance from commercial entities and government agencies as a consequence of participation, suggests a normalisation of surveillance practices for online Millennials. The participants in the study continue to use Facebook regardless of their concerns, however, they do employ techniques to manage their exposure.

Managing Exposure

As could be predicted, based on the age of the group, a high percentage of the participants in the survey use Facebook to communicate with family and close friends (83.4% often or almost always). A smaller number use Facebook to establish new contacts with classmates, friends of friends or work colleagues (56.4% often or almost always) and maintain contact with past friends, acquaintances or friends of friends (67.6% often or almost always). With this high level of online interaction, the participants use different approaches to managing their exposure online including privacy settings, secret accounts, selective information sharing, and coded messages.

There are three students whose Facebook page is fully open to the public but more than half the participants (51.9%) have their Facebook privacy settings set to ‘Friends’ with the next highest level (31.2%) using ‘Customized’ settings, indicating
that with these participants, at least, there is a deliberate decision made on who they share their lives with on social media. Providing further evidence to support this statement, only 20.8% say they often or very often share information or images on Facebook that could be considered personal, with 53.2% stating sometimes but 26% saying rarely or never. While there may be a lack of agreement on what is considered to be personal, these results are in contrast to the typical, often popular, understanding of this age group’s habit of oversharing (Carvajal 2014, 81; boyd 2014, 55-56).

Most users of social media, while posting information in public fora, regard that information as private (Athique 2013), owned and to be controlled by them. Social media, including Facebook, is specifically designed to record and disseminate users’ information, however the distanciation effect of computer-mediated communication creates an impression of privacy. While users may be under each others’ surveillant gaze (Foucault 1977), this surveillance is not always obvious. Posters may be aware of co-present others (such as a grandmother, or an employer) and modify their posts accordingly, but are less aware of how they have lost control of information shared with ‘friends only’, and that this sharing can amount to a very wide distribution (Athique 2013, 223). Some of those contributing to the focus group discussion do have strategies in place for managing the amount of personal information they made available:

I guess this is the reason behind why so many people have different, or secret, accounts for their social media use, one for personal and one for public. But even then, how well you are able to keep the two separated is another issue.

I am particular careful about my social media activity and censor myself very carefully, and also because I am living in ignorant bliss.

While over 80% of the group responded that they undertake some steps to protect their personal information, many expressed a lack of knowledge about what they should, or
could, do to limit the distribution of their personal information:

It still seems highly intrusive and unethical, even if on most occasions it is our own fault for not reading the T&C [Terms and Conditions].

I pay no attention to terms and conditions or any other such fineprint, and am clueless as to what my profile data may be used for.

Participants also expressed a concern at the lack of awareness displayed by others in regards to who could access their information and how that information could be used:

I remember a Facebook craze going around not long ago that people where 'chain lettering' around, one of those '20 Things About Me' notes where the person had to list information like the street they grew up in and their mother's maiden name; as you all recognised, information that is commonly either used as passwords or answers to security questions! Amazing the people who were happy to provide the info.

I have been able to determine an individual’s exact location through a Facebook message I have received from them, and status updates and Instagram posts can do the exact same. It is worrying that people don’t seem to be concerned by such a thing.

The proliferation of fine print, the deliberately difficult to read collection of terms, conditions, warnings and advice that accompany online services, makes it difficult for individuals to understand and, therefore, manage the consequences of their use of the service. Establishing privacy boundaries becomes a matter of take-it-or-leave-it when it comes to social media and accepting the surveillant gaze has come to be a normal part of social media use.

Perceptions of Privacy

The discussion in the focus group suggests that while participants share concerns
regarding commercial and government monitoring of their data, a perceived need to maintain privacy from real or imagined threatening individuals is a greater motivation in limiting and restricting disclosure:

I start to freak out a bit when apps and services want my location because I'm one of those paranoid people that think when someone sees my location they will stalk and kill me. I know that the likelihood of this happening is very slim but it still completely freaks me out.

I remember having a creepy stalker guy when my page was on private who sent a message saying how pretty [place name deleted] was, it threw me at first, I didn't know this person, until I realised that my employment was still public.

Nine out of ten of the respondents in the survey stated they are concerned or extremely concerned that videos or photographs of them, taken in public places, could be published without their knowledge. However, despite their concerns regarding their own personal information and fears of how it might be used by others, the majority of respondents admit to using Facebook to collect data on others, or to publish others’ information, suggesting that surveillance on social media sites is becoming, or has become, normalised. A high percentage of respondents have checked the Facebook profiles of people they have met casually such as in class (87%), or people they don’t know but are personally interested in (81.8%), or celebrities (87%). Before an interview or another important meeting, 62.4% of this group would check the profile of the person(s) they were to meet. This reflects the discussion on their concern about security, but shows a double standard in that while these participants are comfortable checking an interviewer’s profile, four out of five participants are concerned or extremely concerned that potential employers would ask for access to their own social media profile.

However, Millennials have an expectation that others’ personal data is not only available to them but that they have rights to disseminate it: more than three in four
(76.3%) have either posted videos or photographs of family and friends on Facebook without their permission or would consider doing it, and a similar number (79.2%) has tagged family or friends on Facebook without their permission. Seven out of ten have checked an ex-partner’s or former friend's profile to keep track of what they are doing. These figures suggest that there is a high acceptance, and expectation, among this group of users that they will be able to surveille others while attempting to maintain control over their own social media exposure. The surveillant gaze is being normalised by their use of monitoring techniques on their friends and acquaintances.

**Acceptance of the Surveillant Gaze**

For the participants in this study, there is the perception that surveillance is a normal part of taking part in a digital society - they accept that surveillance is going to occur, but they also accept that they have the right to watch others. This may be a condition of networked society that there is a general consensus that surveillance is the norm (Senft, 2013). Some of those commenting in the online forum saw an increased permeability of their own privacy boundaries (Petronio 2012) as a consequence of easier access to others’ personal information:

I think that if we expect to be given the tools and accessibility to look into other peoples lives, often complete strangers, than we should come to expect our own privacy to be compromised. It's like you can't take one without the other. As much as I would like my life to be a bit more private, it's just not realistic with todays society and our knowledge regarding technology.

I think individuals are often concerned about their data being viewed by people they do not know, but when it comes to accessing the data of others, we are happy to become voyeurs. Whilst the idea of voyeurism conjures up a lot of negative connotations, perhaps this should no longer be the case ‘in an age where privacy is flouted just as much as it is protected’.
The responses to the survey and the comments in the forum both suggest that these students accept an increasing normalisation of surveillance and recognise that the norms around surveillance and personal privacy are changing. There is a realisation that contemporary lives are experienced within a framework of different types of monitoring, from benign information gathering to controlling surveillance, and that previous conceptions of privacy may no longer be relevant:

We are unconsciously modifying our behaviour as a result of the information about individuals and events we have been previously exposed to on social media. I think we are subconsciously aware of surveillance from other people, the platform, and government.

Maybe privacy should not be the exact thing that we worry about, as the term seems a little outdated as we move forward with such technologies.

Participant comments reveal that they are aware that Facebook is an omnopticon (Jensen 2007) where the many view the many, and that this gaze (Foucault 1977) is a system of control that imposes a form of self-regulation in response to the surveillance. As Facebook users they employ a range of techniques in navigating the boundaries between privacy and sharing of information. On personal Facebook pages, surveillance is a component of relationship maintenance through the sharing of information. The students in this study perceive a number of advantages to surveilling and being surveilled online that for many outweigh their concerns over dissolving privacy barriers. Some of the advantages reported include the personalising of advertisements and news reports, the ability to connect with others, the utility and convenience of the communication tools, and the feeling of belonging:

With google, I know what it is they are collecting and roughly how it will be used. They will sell some of it, customise some ads (I love the trend of getting ads for the
things I have just looked at and determined I can't afford), plus the bit used for actual service providing.

It shows how easily we are manipulated into giving powerful sites our information just so we can simply use the site to update what we are doing with our lives.

Conclusion

Surveillance is now universal. It is a part of everyday life, particularly for Millennials with their smartphones, loyalty cards, urban transit passes, online commercial transactions and social interactions. Social media, as a combination of communication and computing, not only facilitates the collection and distribution of huge amounts of data on ordinary people, but also normalises this gathering and dissemination of information by individuals, commercial entities, and government organisations.

Online surveillance is a complex process that involves the acquisition of information from multiple interconnected sources, only some of which users are aware of, and few of which have been knowingly authorised. The results from this group of research participants suggest that additional research needs to be done on the increasingly nuanced ways that privacy is managed in this age group. The students who participated in this study have broad concerns about their control over privacy boundaries online, and report self-censoring and access management, but they admitted to being generally unaware of the level of surveillance that sharing in Facebook enables, or the specific strategies that could be employed to limit exposure. While many feel uncomfortable with the idea that government and law enforcement agencies could access their data, and that employers could also see their personal information, the majority feel that accepting a reduction in privacy is part of contemporary life, and necessary to participate in the online environment. Most of them depend on the ability to be able to use surveillance of others, from staying in touch with a relative’s status or
gathering information on an acquaintance, to covertly watching the activities of a former partner.

The invisible audiences on social media facilitate unauthorised surveillance and create an omnopticon, an environment where mutual surveillance is an everyday practice. It becomes something that everyone is subjected to without a serious level of threat, and something that everyone can and should do to stay informed for their own pleasure and protection. Facebook users routinely monitor others and are aware that they in turn are being monitored, and the awareness of the gaze of others leads to modifications in behaviour that are designed to manage privacy boundaries. People-watching has always occurred at one level or another. People have always watched those around them because it both strengthens connections to the community and gives individuals a strategic power over others (Locke 2010). However, social media has expanded the act of watching to people and activities that would have been impossible or even taboo not so long ago. Everyday benign surveillance on Facebook has led these students to hold increasingly relaxed perceptions of privacy boundaries, though the relaxations have initially been where others’ privacy is concerned. While the students are apprehensive about unauthorised breaches of their own privacy boundaries, they seem to have an expectation that others’ personal information would be available to them to collect and disseminate should interest or exigencies require it. Social media, by encouraging the surveillance of others, is contributing to changes in the conceptions of privacy, and helping to prepare young people for a lifetime of being watched and monitored, online and offline.

Privacy has traditionally been seen in terms of ‘rights’ in connection with security, safety, personal space, and personal information. Older generations may still see privacy as equivalent to secrecy and keeping the personal hidden from public view,
however the millennials in this study tended to see privacy as a commodity, something that could be exchanged with online friends for social capital, and traded with organisations for services and benefits. As a commodity, privacy is seen as something to be managed rather than protected, and systematic surveillance is accepted as a routine and inescapable part of everyday life.
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