Abrasion model of downstream changes in grain shape and size along the Williams River, Australia

Timea Szabó,1 Stephen Fityus,2 and Gábor Domokos1

Received 10 January 2013; revised 28 August 2013; accepted 4 September 2013; published 10 October 2013.

[1] Modeling pebble abrasion during bed load transport is of fundamental importance in fluvial geomorphology, as it may help to understand downstream fining patterns along gravel bed rivers. Here we review a recently published analytical abrasion model called box equations, which can simultaneously track the shape and size evolution of large pebble populations as the cumulative effect of binary collisions between particles. The model predicts that pebble shapes move away from the sphere and develop sharp edges due to collisional abrasion by sand. We present a field study on the downstream evolution of basalt particle shape and size along the Williams River in the Hunter Valley, Australia. Pebbles get flatter and thinner, and several aquafacts (i.e., abraded pebbles with sharp edges) emerge in the downstream reaches, both suggesting the importance of abrasion by sand. Applying box equations with a few fitted parameters, we present a numerical simulation which reproduces both the shape and size evolution of pebbles along the Williams River. The simulation allows tracking of the shape and size evolution of individual particles as well, revealing an interesting phenomenon that particle size controls shape evolution. Box equations, in combination with existing transport concepts, provide a framework for future shape and size evolution studies in sedimentary environments. In particular, they may help to assess the relative importance of size selective transport versus abrasion in causing downstream fining in gravel bed rivers.


1. Introduction

[2] There is a long-standing debate on the relative importance of size selective transport versus abrasion in producing downstream fining in gravel bed rivers [e.g., Brewer et al., 1992; Ferguson et al., 1996; Kodama, 1994; Lewin and Brewer, 2002; Surian, 2002]. Most authors have emphasized sorting by size selective transport as the dominant fining mechanism in various rivers because abrasion intensity was judged to be too small to explain the observed downstream fining rates, especially in cases when the examined part of the river was very short [e.g., Bradley et al., 1972; Dawson, 1988; Ferguson et al., 1996; Seal and Paola, 1995]. This view has been strengthened by the fact that fining rates reported by laboratory abrasion experiments are usually lower than those observed in the field [Lewin and Brewer, 2002].

[3] However, the effectiveness of abrasion in some fluvial environments has also been demonstrated [e.g., Kodama, 1994; Mikos, 1994; Parker, 1991b] and it has been pointed out that abrasion and sorting are not independent because the mobility of particles controls the abrasion rate and vice versa [Jerolmack et al., 2011]. Laboratory abrasion rates may be lower than those observed in the field because various abrasion-in-place processes, e.g., “sandblasting,” may play a key role [Brewer et al., 1992; Schumm and Stevens, 1973]. In addition, weathering of clasts can contribute to a higher abrasion rate in natural systems than in experimental conditions [Bradley, 1970] and inappropriate experimental devices can also cause discrepancy between field observations and experiments [Lewin and Brewer, 2002].

[4] Although there are several physical models of downstream fining, most of them consider only size selective transport as the fining process [e.g., Cui et al., 1996; Ferguson et al., 1996; Hoey and Ferguson, 1994, Paola and Seal, 1995]. In recent years, a few pioneering studies managed to physically model the abrasion process during fluvial transport as well [Attal and Lavé, 2009; Chatanantavet et al., 2010; Le Bouteiller et al., 2011; Parker, 1991a]. Some are based on very well documented experimental results coupled with physical considerations [Attal and Lavé, 2009; Le Bouteiller et al., 2011], while others were tested versus field data [Attal and Lavé, 2006; Chatanantavet et al., 2010; Parker, 1991b]. Many of these models rely on the well-known empirical abrasion law by Sternberg [1875], which describes the exponential...
downstream decrease in pebble size observed in many rivers [Surian, 2002; Morris and Williams, 1999].

[5] However, none of the above models describes the changes both in the shape and in the size distribution of the particles during abrasion since they only deal with the size (or alternatively, the mass) of the particles. Here we review a recently published, physically based abrasion model called box equations [Domokos and Gibbons, 2012], which is able to deal with the shape of particles in combination with particle size. Box equations are a heuristic approximation of the geometric partial differential equations (PDEs) governing collisional abrasion [Bloore, 1977; Firey, 1974]. As opposed to the classical partial differential equations of Bloore [1977] and Firey [1974], box equations are a system of coupled ordinary differential equations (ODEs) describing the time evolution of the principle axis ratios as well as the evolution of maximum size. Through direct random simulations, box equations are able to model the shape and size evolution of large pebble populations as the cumulative effect of binary collisions between particles.

[6] There are surprisingly few field studies which examine the evolution of grain size and shape simultaneously in a natural stream [e.g., Bradley et al., 1972; Mikos, 1994; Ueki, 1999], although possible downstream variation in shape may indicate the relative importance of abrasion. In this paper we present a field study performed along the Williams River in the Hunter Valley, Australia. The three principal axis lengths (i.e., the dimensions of the bounding box) of the basalt particles were measured at 12 sites along a 96 km reach of the Williams River, allowing the axis ratios to be used as shape indices, as has been widely done in accordance with Zingg [1935]. The basalt sediment source is localized in the headwaters, and there is no other basalt source along the river, so the system investigated is undisturbed by additional lateral input between sites. Based on our field observations and box equations, we present a numerical model which reproduces the downstream changes in both the shape and size of gravels along the river.

[7] The structure of the paper is as follows: Section 2 reviews the analytical model (box equations) and its predictions. Section 3 presents a geological and geomorphological background to the study area and discusses the sampling and measuring techniques applied. Section 4 discusses the statistical results on the downstream variation of grain size and shape. The numerical model is presented in section 5 and simulation results, including a detailed parameter study, are presented in section 6. Finally, the results are summarized in section 7.

2. Box Equations

[8] In this section we briefly review a recent theoretical framework called box equations [Domokos and Gibbons, 2012] describing the collective evolution of size and shape in large pebble collections.

2.1. Deterministic Box Equations

[9] Box equations are derived from a classical result of Bloore [1977], which is the most general mathematical model describing shape evolution of a single pebble under collisional abrasion. Collisional abrasion refers to the size diminution of a pebble resulting from many binary collisions with other pebbles, and it is distinguished from frictional abrasion which results from the rolling or sliding of a pebble on a substrate. Bloore’s partial differential equation (PDE) based on collisional abrasion can be formulated as follows:

\[ v = a(1 + 2bH + cK). \]  

[10] Here \( v \) is the speed of abrasion in the inward normal direction at a given point on the particle’s surface, and \( H \) and \( K \) are the mean and Gaussian curvatures at that surface point, respectively. The mean curvature of a given surface point is the average of the two principal curvatures \( k_1 \) and \( k_2 \), while the Gaussian curvature of a given surface point is the product of the principal curvatures, i.e., \( H = (k_1 + k_2)/2 \) and \( K = k_1k_2 \). The scalar \( a \) defines the attrition speed due to the constant term and by suitable choice of time unit, \( a = 1 \) can be achieved [Domokos and Gibbons, 2012]. In more elaborate models, \( a \) could be taken as a function of time. In particular, \( a \) may depend on the volume of the particle [Firey, 1974], and later we will use it in this context. In principle, all variables can be written as functions of the scalar distance \( R \) from a fixed reference point: \( v \) includes time derivative, while \( H \) and \( K \) include space derivatives of \( R \); hence, equation (1) is a PDE. Constants \( b \) and \( c \) can be computed from the geometry of the abrading particles [Vánkonyi and Domokos, 2011] and they are expressed as \( b = M/4\pi \), \( c = A/4\pi \), where \( M \) and \( A \) denote the integrated mean curvature and surface area of the abraders, respectively. By using constant coefficients \( b \) and \( c \), we assume that the abraders are identical and invariable in shape and size, that is, \( b \) and \( c \) in equation (1) do not depend on time. Thus, equation (1) describes collisional abrasion of a single particle in an invariable environment. Very little is known about analytical solutions of Bloore’s PDE (1); in particular, it is not known whether it contains nonspherical, nontrivial shapes as stable attractors. Due to the abundance of initial shapes, the global, numerical investigation of equation (1) is still challenging.

[11] In sedimentology, pebble shapes are classically described by the three sizes \( L \), \( l \), and \( S \) of the bounding box (i.e., the length of the three axes of the approximating triaxial ellipsoid). Based on these dimensions, numerous shape indices have been proposed to describe general particle form [Blott and Pye, 2008]. The simplest and most widely used shape indices, namely the axis ratios \( S/L \) and \( l/L \), were proposed by Zingg [1935] and Sneed and Folk [1958], to quantify the overall shape of the particles. Throughout this paper, axis ratios \( S/L \) and \( l/L \) will be denoted by \( y_1 \) and \( y_2 \), respectively, and the semimajor axis \( L/2 \) by \( y_3 \).

[12] Box equations are a heuristic approximation of Bloore’s equation (1). Instead of tracking the full 3-D geometry of a particle, box equations aim more modestly at tracking the two axis ratios, \( y_1 \) and \( y_2 \), and the semimajor axis, \( y_3 \), of the approximating ellipsoid. While box equations are not a rigorous mathematical approximation of Bloore’s PDE (ellipsoids are not invariant under equation (1)), they offer huge conceptual and computational advantages. Whereas equation (1) describes the evolution of a single particle, box equations are based on the concept of mutual abrasion. Their deterministic version describes the interaction between two particles and the stochastic box equations enable the study of the collective evolution of large pebble populations. In the deterministic box equations, the first particle (\( x \)) represents the abrading environment for the second particle (\( z \)) and vice
and component functions can be formulated as follows:

\[ \frac{dy}{dt} = \dot{y} = F(y, z) \]  

(2)

\[ \frac{dz}{dt} = \dot{z} = F(z, y). \]  

(3)

[13] Here, \( y \) is a three-component vector with components \( y_1, y_2, \) and \( y_3 \) and similarly, the axis ratios and the semimajor axis of particle \( z \) is denoted by the vector components \( z_1, z_2, \) and \( z_3. \) Using this vector notation, the function \( F \) is also a vector with the three components \( F_1, F_2, \) and \( F_3, \) and these component functions can be formulated as follows:

\[ \dot{y}_i = F_i(y, z) = \frac{F_E}{y_3} + 2b \frac{F_M}{y_3^2} + c \frac{F_G}{y_3^3} \]  

for \( i = 1, 2, \) \( (4) \)

\[ \dot{y}_3 = F_3(y, z) = -1 - \frac{b y_1^2 + y_2^2}{y_3^3 y_2^2} - c \frac{1}{y_3^2 y_2^2}, \]  

(5)

where

\[ F_i^E = y_i - 1, F_i^M = \frac{1 - y_i^2}{2y_i}, F_i^G = \frac{1 - y_i^2}{y_i y_0^2}, j = 3 - i \]  

(6)

and

\[ b = \frac{z_2(z_1 + z_2 + 1)}{3}, c = \frac{z_3^2(z_1 + z_2 + z_1 z_2)}{3}. \]  

(7)

[14] The detailed derivation of box equations (2)–(7) from Bloore’s equation (1) can be found in Domokos and Gibbons [2012], where the agreement with Bloore’s model is verified analytically, numerically, and experimentally. In this study we only consider collisional abrasion; however, frictional abrasion can also be included as simple additive terms in box equations [Domokos and Gibbons, 2012].

[15] Both the original Bloore equation (1) and its box approximation (equations (2)–(7)) consist of the linear combination of three terms to which direct physical and geological interpretation can be attached. The first constant term (the unit constant) in equation (1) is called the Eikonal term. The second term \( (2bH) \) and the third term \( (cK) \) are referred to as the mean curvature and the Gaussian curvature term, respectively. Similarly, in case of box equations, the superscripts \( E, M \) and \( G \) in the three terms in equation (4) stand for Eikonal, mean curvature and Gaussian curvature, respectively. The effect of the three individual terms of box equations can be globally illustrated in the \( y_1-y_2 \) plane (Figure 1). We can see that the Eikonal term is driving shapes away from the sphere while the two curvature terms do the opposite. The same behavior can be observed in the original Bloore PDE (1) as well; it was proven by Firey [1974] and Huisken [1984] that under the effect of the curvature terms, initial shapes converge to the sphere (for illustration, see Figure 2b). The Eikonal term dominates abrasion if the abrading particles are relatively small with respect to the abraded particle. This is most readily seen in case of spherical particles: if the abraded particle has radius \( R \) and the abrading particles have radius \( r \) then the mean curvature and Gaussian curvature terms are constant multiples of \( r/R \) and \( (r/R)^2 \), respectively [Domokos and Gibbons, http://arxiv.org/abs/1307.5633, 2013]. Therefore, if \( r/R \) is small, the curvature-driven terms become negligible compared to the Eikonal term. Similarly, the mean and Gaussian curvature terms dominate abrasion in case of relatively large abraders (large \( r/R \)). In case of nonspherical particles the situation is qualitatively similar [Domokos and Gibbons, 2012; Várkonyi and Domokos, 2011]. The detailed geometry of the Eikonal term is of particular interest [Arnold, 1986] as it accounts for the formation of sharp edges and planar areas on the abraded particle (Figure 2a). This was shown in case of asteroids [Domokos et al., 2009] and for the formation of ventifact shapes by wind-blown sand in deserts [Knight, 2008; Várkonyi and Laity, 2012].

2.2. Stochastic Box Equations

[16] In the stochastic interpretation, box equations generate a discrete, random Markov process [Domokos and Gibbons, 2012] describing the size and shape evolution of a whole particle population as the cumulative effect of binary collisions between particles. In this approach, \( y \) and \( z \) are random variables with identical distributions, i.e., we consider \( N \) particles from which we choose \( y \) and \( z \) randomly,
and run the straightforward discretization of equation (2)–(3) for a very short time period $\Delta t$, to obtain the updated data $(y^{i+1}$ and $z^{i+1}$) from the original status $(y^i$ and $z^i$):

$$y^{i+1} = y^i + \Delta t \cdot F(y^i, z^i)$$

$$z^{i+1} = z^i + \Delta t \cdot F(z^i, y^i).$$

[17] Such an iterative step is an averaged, summarized result of several binary collisions between the two selected particles. As discussed in Section 5.2.2 in more detail, the random draw can be either uncorrelated, or correlated by shape and/or size, modeling the effect of segregation. We assume that a particle $y$ exits from the population if $y_3 < 0$ (i.e., its size vanishes), and in the rare event that its axis ratio leaves the meaningful region (i.e., when one of the following holds: $y_1 < 0$, $y_2 < 0$, $y_1 > 1$, $y_2 > 1$). The latter can only happen due to the discretization, just before size vanishes.

When $N$ approaches infinity, equations (8)–(9) define the PDE describing the evolution of the density functions of $y_1$, $y_2$, and $y_3$; i.e., (8)–(9) offer a full statistical description of the evolution of axis ratios and particle size. The numerical simulation of (8)–(9) is very convenient; on a laptop a few hundred particles can be easily tracked both statistically and individually.

### 2.3. Fragment Production

[18] The original box equations (equations (2)–(7)) can be modified to deal with the production of fine particles during binary collisions. This is done by adding the abraded material to the particle population to make the model more realistic.

Fragment production has a direct effect on the equations which are introduced in a simplistic model below. To be able to treat the production of fine particles analytically, some reasonable assumptions are needed for the geometry and energy of fragmentation. Although these assumptions have not yet been verified by any field or experimental data, they enable the model to be kept as transparent and simple as possible.

[19] The first assumption is that in every iterative step (averaged collision) the same number of new small particles appears. Instead of this, other assumptions could also be adopted, e.g., that the new particles are identical in shape and size. In this latter case, the geometry of the new particles can be considered as it corresponds to the median/mean value of the true fragment distribution. The second assumption is that particles have a constant collisional velocity. In this way the collisional energy $E_c$ is proportional to the combined mass $(m_y + m_z)$ of the two colliding particles: $E_c \propto m_y + m_z$.

Although the collisional velocity scales linearly with fluid velocity [Attal and Lavé, 2009; Lajeunesse, et al., 2010] in the case of full transport, and fluid velocity typically increases in the downstream direction along a river, this change is approximately proportional to the 0.1–0.2 power of the discharge [Leopold, 1953; Carlston, 1969]. Thus, velocity appears to change much more slowly downstream than particle mass. Accordingly, for simplicity, this effect is neglected here. However, if the velocity profile for the whole river is known, then it can be directly implemented into a numerical simulation.

[20] Now we consider fragment production, i.e., the abraded material $(\Delta m_y + \Delta m_z)$ breaks up into smaller pieces which are initially in contact with each other before separating along fissures at a contact surface $S$. We assume that the energy $E_0$ needed for the breakup is proportional to this contact surface [Griffith, 1921]. Because the same number of new particles appears in every binary collision, $S$ is proportional to $(\Delta m_y + \Delta m_z)^{2/3}$ (since the linear length of the abraded material scales with $(\Delta m_y + \Delta m_z)^{1/3}$). Thus, we have $E_0 \propto S \propto (\Delta m_y + \Delta m_z)^{2/3}$. If the ratio of collisional energy to fragmentation energy depends neither on time nor on particle size, we obtain $(\Delta m_y + \Delta m_z) \propto (m_y + m_z)^{2/2}$. The linear length change for pebble $y$ is approximately $(\Delta m_y)^{1/3}$, and from the previous equation we have $(\Delta m_y)^{1/3} \propto (m_y + m_z)^{2/2}$. Clearly, the same holds for pebble $z$ as well. From this, we obtain that $y \propto z \propto (m_y + m_z)^{2/2}$. Then, by combining it with equations (2)–(3), we have

$$\dot{y} = F(y, z) \cdot C(y, z)$$

$$\dot{z} = F(z, y) \cdot C(z, y),$$

where $C$ is a dimensionless multiplier and its magnitude is given by $C(y, z) = C(z, y) = (m_y + m_z)^{1/2}$. A very similar mass multiplier has already been proposed by Firey [1974].

[21] Although this is just a simplistic model, $C$ has an important effect on the mass evolution of particles. In the case of two particles, the shape of the trajectories in the $y_1-y_2-y_3$ and $z_1-z_2-z_3$ space do not change compared to equations (2)–(3) since $C$ is a symmetric multiplier ($C(y, z) = C(z, y)$) and operates on each of the three scalar equations corresponding to the three vector components of $y$ and $z$. However, the velocity
along these trajectories will be modified by applying $C$ since $m_i$ and $m_z$ depend on time.

[22] More generally, $C$ can be defined separately for particle $y$ and $z$ as $C_y(y, z) = a_y(m_y + m_z)^{1/2}$ and $C_z(z, y) = a_z(m_y + m_z)^{1/2}$, where constants $a_y$ and $a_z$ represent the durability of particle $y$ and $z$. In this way, the equations are able to model the effect that abrasion rate is strongly controlled by lithology. Such a constant was already applied by Bloore [1977] in his equation. In the present study, we track only basalt particles along the Williams River, thus in our case, $a_y = a_z$. By applying the same argument as in section 2.2, equations (10)–(11) can be discretized to be able to follow the evolution of a whole particle population:

$$\begin{align*}
y^{i+1} & = y^i + \Delta t \cdot F(y^i, z^i) \cdot C_y(a_y, y^i, z^i) \\
z^{i+1} & = z^i + \Delta t \cdot F(z^i, y^i) \cdot C_z(a_z, z^i, y^i).
\end{align*}$$

[23] Equations (12)–(13) will be applied in the numerical simulation in section 5.

3. Study Area and Sampling Methods

3.1. Study Area

[24] The 148 km long Williams River is located in the Hunter Valley, New South Wales, Australia (Figure 3), draining a catchment of more than 1000 km$^2$ [Erskine, 2001]. The headwaters of the Williams River are on the Barrington Plateau at an elevation of around 1100 m (Figure 4). The river flows to the south/southeast until it joins the Hunter River at Raymond Terrace. The Barrington Plateau is a geomorphic

Figure 3. Study area and the 12 sites.

Figure 4. Approximate longitudinal river profile based on Google Earth. The shaded part indicates the examined part of the river, where gravel beds dominate.
feature derived from the Cenozoic-aged Barrington Shield Volcano [Sutherland and Fanning, 2001], and consequently, the first 5 km of the river is incised into basalt rocks as the river drops through the escarpment of the plateau. This is the only significant source of basalt detritus anywhere along the river, with the rest of its length passing through sedimentary and felsic volcanic rocks of Carboniferous age. The Williams River is unaffected by significant anthropogenic interventions such as dams which would alter sediment dynamics. Its only substantial tributary, the Chichester River, has its headwaters in a geologically different part of the mountains, in the Permian-aged Barrington Tops Granodiorite pluton [Sutherland and Fanning, 2001]. The Williams River was selected for this study because it provided the opportunity to study the downstream evolution of basalt particle shape and size, in a sample of material which has traveled a known distance from its localized point source. Basalt itself has favorable properties: it has a characteristic appearance allowing it to be positively identified in a mixed sample and it is relatively homogeneous and isotropic, so shape evolution is not strongly affected by a directional fabric such as in rocks with sedimentary bedding planes or foliation.

Throughout the study reach, which extends from 6 km to 102 km from its source, the river has a gravel bed and large mobile gravel bars. In the upper 15 km of the study reach, the river runs in a classical, narrow V-shaped valley. Below this, the gradient decreases considerably (Figure 4) and the river starts to meander. Downstream of the study reach, in the last 50 km, the river becomes deeper and wider and no gravel bars can be found: the submerged river bed is dominated by sands. This phenomenon is called gravel-sand transition and has been documented in many other downstream-finishing studies [e.g., Ferguson, 2003; Frings, 2011; Jerolmack and Brzinski, 2010].

### 3.2. Sampling and Measuring Methods

Basalt particles larger than 20 mm were collected from the surface layer of gravel bars at 12 sites along the study reach. The localities were approximately regularly spaced with an average spacing of about 9 km (Figure 3). Where possible, gravel samples were taken consistently at the center of the bars in order to reduce bias due to local variations of grain size within a bar with large-scale downstream fining. Since only the basalt particles were tracked, classical grid-based sampling methods like Wolman pebble count [Wolman, 1954] were inappropriate to collect the samples. Therefore, we framed a nominal rectangular area and collected every basalt particle from the surface within that area. Although gravel bar material shows an apparent surface coarsening in many gravel bed rivers [Attal and Lavé, 2006], our sampling focused only on the top sediment layer. The size of the rectangular area was chosen to yield a sample of between 100–200 basalt particles. The size of the required rectangle increased with increasing distance downstream as the relative frequency of basalt fragments larger than 20 mm decreased. Data from sites 1 and 12 are presented as an example in Table 1. The average sample size was 140 basalt particles.

<table>
<thead>
<tr>
<th>Site</th>
<th>Site 1</th>
<th>Site 12</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample size</td>
<td>140</td>
<td>100</td>
</tr>
<tr>
<td>Area size</td>
<td>1.2 - 1.5 = 1.8 m²</td>
<td>2.5 - 2.5 = 6.25 m²</td>
</tr>
<tr>
<td>Expected sample size in 6.25 m²</td>
<td>~490</td>
<td>100</td>
</tr>
</tbody>
</table>

*aSample sizes refer to particles larger than 20 mm.

| Table 1. Estimation of the Starting and Ending Sample Sizes in the Numerical Model |

4. Field Results and Field Observations

4.1. Field Results

Field results are shown in Figure 5, where all variables \((y_1, y_2, y_3)\) are plotted against the distance from source \((x)\). Axis ratios \(y_1, y_2\) are nearly constant in the first part of the river; however, there is a slight decrease in the lower reaches. Since the seminal paper of Sternberg [1875], the following exponential law has been adopted to describe the downstream decrease of particle size (or alternatively, particle mass) in many rivers [Morris and Williams, 1999]:

\[
y_3(x) = y_3^0 \cdot e^{-ax},
\]

where \(y_3^0\) is the semimajor axis at the source of the river, \(x\) is the distance from the source and \(a\) is the so-called diminution coefficient. Application of Sternberg’s classical equation for downstream fining allows the exponent in \((14)\) to be approximated for the Williams River and compared to the fining rates of other natural streams.

4.2. Interpretation of the Field Results and Field Observations

4.2.1. Downstream Decrease in Size

By using the substantial database in the literature [Surian, 2002; Morris and Williams, 1999], the diminution coefficient \(a\) (cf., Sternberg’s law \((14)\) observed in the Williams River can be directly compared to the exponents found in other natural streams. Although the diminution coefficient corresponding to the mean pebble size may be underestimated in our measurements because sampling excluded sediment finer than 20 mm, the \(a\) value based on the maximal size can be compared to the corresponding maximum size exponents [Morris and Williams, 1999]. The diminution coefficient for the maximal size found for the Williams River is relatively small \((a=0.018 \text{ km}^{-1})\), which suggests that abrasion alone may produce the observed downstream fining rate. This hypothesis is in agreement with reported laboratory experiments which demonstrate that volcanic rocks could produce abrasion rates in this range [Attal and Lavé, 2009; Lewin and Brewer, 2002; Morris and Williams, 1999].

4.2.2. Axis Ratios and Shape

Changes in pebble shape along the river are indicators of the importance of abrasion. As presented in section 2, in the presence of sand, pebbles typically get flatter and/or thinner (oblate and prolate, Figure 1a). The observed slight decrease in the axis ratios along the Williams River reflects this process, i.e., it indicates that sandblasting by the overpassing suspended load becomes important in the lower part of the river.

This hypothesis is strengthened by two field observations. First, as mentioned in section 3, the amount of sand...
significantly increases with increasing distance downstream, especially in the lowest three sites. This phenomenon is usually referred to as gravel-sand transition [Ferguson, 2003; Frings, 2011; Jerolmack and Brzinski, 2010]. Second, in the lower tracts of the river, at the lowest three sites, we found a few aquafact shapes [Kuenen, 1947], i.e., pebbles having sharp edges and planar faces (Figure 6). These shapes are very similar to those of ventifacts formed by wind-blown sand [Knight, 2008] (specifically, to those of einkanters, zweikanters, and dreikanters [Greeley et al., 2002]) but are called aquafacts since here they occur in a fluviatile environment [Kuenen, 1947]. Although the occurrence of aquafacts in river and coastal environments was established long ago [Kuenen, 1947; Frankel, 1955; Taljaard, 1939], so far, minimal attention has been given to them. In section 2 we showed that Bloore’s equation (1) predicts the emergence of these shapes in situations of continual collisions with relatively small particles. The quantitative characterization of the abundance versus rarity of aquafacts at a given place would be a very hard task since there is no objective measure which would help to distinguish between aquafacts and nonaqaufacts. However, the emergence of several, extremely characteristic shapes in the lower reaches qualitatively indicates that the sandblasting process observed already by Brewer et al. [1992] is occurring in the Williams River, i.e., these shapes are formed by the interactions with the overpassing suspended load. In the lower part of the Williams River, river bars are partly stabilized by vegetation which may facilitate the formation of aquafacts, since pebbles become less mobile and the abrasion effect of the overpassing suspended sediment can start to develop sharp edges on the pebbles.

5. Numerical Simulation

Based on the field observations and data discussed in the previous section, we assume that abrasion is the dominant
process in causing downstream fining along the Williams River. Relying on this hypothesis, we present a numerical abrasion model, relying on box equations with fragment production (equations (12)–(13)), to explain downstream fining and shape variation along the Williams River.

5.1. Input Data and Sample Sizes

[34] The numerical model simulates the downstream changes in the basalt particle population of the Williams River, using the observed shape and size distributions of site 1 as a starting point. Then, from this initial condition, the evolution of the distributions can be tracked in the model and compared with the field results at the remaining 11 sites. Axis ratios $y_1$ and $y_2$ follow normal distributions along the whole river. Size distributions ($y_3$) can be best approximated by lognormal distributions, as has been found in other sedimentary environments [Blott and Pye, 2001; Fityus et al., 2013]. Histograms and fitted probability distributions for site 1 are presented in Figure 7. Using these theoretical distributions, a random initial sample with an arbitrary number of particles can be generated.

[35] Section 3.2 noted that only basalt particles larger than 20 mm were collected. We have also considered input data on sample size, and in particular, the change in the relative frequency of particles larger than 20 mm from sites 1 to 12. Table 1 shows that at site 1, 141 particles larger than 20 mm were found in an area of 1.8 m². If all of these particles were to survive without abrasion, then the maximum number of particles expected in the 6.25 m² sample area at site 12 would be 490. However, as shown in Table 1, exactly 100 particles larger than 20 mm were found in the 6.25 m² sample area at site 12. Therefore, assuming that the additional nonbasalt sediment supply from the banks and tributaries can be neglected, and that there has not been any size selective deposition along the reach, we started the simulation with 490 particles larger than 20 mm, and stopped it when 100 particles that were larger than 20 mm remained. Needless to say, it does not mean that this is the smallest size in the simulated particle population, as we will see it in the next subsection.

5.2. Model Assumptions and Parameters

[36] To be able to compare simulation results to field results, we assume a linear connection between model time and the distance from the source. In other words, we assume that all particles travel at the same speed, regardless of their size. This assumption is not a restriction arising from equations (12)–(13); in future work this assumption could be removed by coupling our model with existing transport concepts. Due to the assumed linear connection and the facts that the starting and ending sample sizes are fixed and we track only one lithology in the model, the results do not change by assuming $a_v = a_z = 1$ in equations (12)–(13).

[37] To describe the most essential features of the abrasion process in the Williams River, some model parameters are needed. The observed downstream changes in the Williams River can be reconstructed with two fitted parameters based on physical assumptions. The first parameter is connected to the increasing amount of sand noticed along the river. The second parameter models the effect of particle segregation by size, which can be considered as a possible consequence of size selective transport on the abrasion process.

![Figure 7. Shape and size distributions at site 1. The $\mu$ and $\sigma$ denote mean and standard deviation, respectively. Axis ratio $y_1$ (left column) is approximated with a normal distribution with parameters $\mu = 0.453$ and $\sigma = 0.138$, axis ratio $y_2$ (middle column) with a normal distribution with parameters $\mu = 0.726$ and $\sigma = 0.131$, and size $y_3$ (right column) with a lognormal distribution with parameters $\mu = 4.122 = \ln(61.702)$ and $\sigma = 0.729$. Observe the very good agreement in the probability-probability plots.](image-url)
Figure 8. The effect of model parameters in the simulation. $n = 1000$, $\Delta t = 1/1000$, $m = 100,000$. Data points are computed as an average of 50 consecutive iterative steps. (a) Maximum (black) and average (gray) fragment size appearing in the particle population. (b) Left axis:gray points: The number of potential $z$ particles, $k$ (see explanation in the text). Right axis: black points: the ratio $k/N$, where $N$ is the total number of particles. $k/N$ indicates the effectiveness of segregation by size. (c) The relative frequency of collisions with particles smaller than: 16 mm (light gray circles), 8 mm (gray triangles) and 4 mm (black stars).

The effects of these parameters and the sensitivity of the model will be assessed in detail in section 6.

5.2.1. Sand Production

As described in section 2.3, our model accounts for fragment production by assuming that in each (averaged) binary collision the same number of new fragments appears, which leads to equations (10)–(11). Specifically, in every iterative step, $n$ small particles are produced, both for particle $y$ and particle $z$, so $n$ is the first parameter in the numerical simulation. In the following, we use the value $n = 1000$ obtained from fitting the model to the field data. At first sight $n$ may seem to be overestimated, but we emphasize that one iterative step is the averaged, cumulative effect of many binary collisions. In addition, we assume that the new particles are spherical and that they do not get abraded any more. These are convenient simplifications which substantially help to reduce execution time (since in this way, the $n$ particles produced in one iterative step remain identical and can be stored in one vector). The effects of these assumptions on the numerical results are negligible, as is outlined below.

[39] The first assumption (spherical particles) modifies the true shape distribution of new small fragments; however, this has almost no effect on the shape and size evolution of the much bigger pebble-, cobble-, and boulder-sized particles, which are tracked in the model and were collected in the field. When a pebble- to boulder-sized particle $y$ collides with a sand-sized particle $z$, then $z_3 < y_3$. Thus, based on equations (4)–(7), the first (Eikonal) term of equations (4)–(5) will dominate. However, the Eikonal term itself does not include the shape of particle $z$. Nevertheless, well-controlled laboratory experiments would be needed to obtain not only the size distribution but also the shape distribution of fragments produced in collisions for different rock types. If these data were available, they could be directly applied in the numerical model to be able to track the shape and size evolution of the full particle range, not only particles larger than sands. Since we have no field data on sands, this was not our current objective.

[40] Nonerodible new fragments are not a critical assumption because the number of new particles is three orders of magnitude larger than the number of iterative steps (since $n = 1000$ new particles appear in each iterative step), so even if some new particles would disappear due to wear in the binary collisions, their total number would change only slightly. In addition, the compressive model of Kendall [1978] shows that the energy needed to damage very small grains tends to infinity as grains become smaller.

[41] Clearly, the average size of the fragments in the model depends on the time step $\Delta t$ as well because the linear length change is proportional to $\Delta t$. Thus, $\Delta t$ is not an independent parameter and has to be set to a sufficiently small value to reach a reasonable approximation of the true solutions of box equations. Then, $n$ can be treated as the free parameter. In our case $\Delta t = 1/1000$, which induces a small volume loss in each iterative step.

5.2.2. Segregation by Size

We introduce a second effect in the model, which is the possibility that particles segregate by size during their transport in the river, thus particles are more likely to collide with particles of similar size. Segregation by size has a direct effect on the abrasion process itself. This phenomenon may be considered as the possible influence that size selective transport has on abrasion.

[43] Segregation by size is modeled in the following way. For every iterative step, first, a particle $y$ is randomly (with equal probability) chosen from the particle population. Second, $k$ potential $z$ particles are chosen, again randomly from the whole particle population (i.e., newly produced fragments are also included). Then, from these $k$ particles, the particle which is closest in size compared to particle $y$ is chosen, i.e., the particle $z$ whose $|z_3 - y_3|$ is minimal. Thus, in this way the model favors particle collision between particles that are nearer in size, and $k$ is proportional to the intensity of segregation. After particle $y$ and $z$ are chosen, equations (12)–(13) with $a_y = a_z = 1$ are applied to them. The number of possible $z$ particles, $k$, is determined in such a way that it always corresponds to the $1/m$ part of the total volume $V_{\text{total}}$ of the whole population, where constant $m$ is the second parameter. In our
case \( m = 100,000 \), so a weak sorting is assumed. Since \( V_{\text{total}} \) is constant during the simulation (no material is disappearing from the system), the task is to consecutively choose potential \( z \) particles from the whole particle population until the cumulative volume of the chosen particles reaches the constant \( V_{\text{total}}/m \). When this happens, the number of potential \( z \) particles is registered and denoted by \( k \), as above.

### 6. Model Results and Discussion

#### 6.1. Interpretation of the Simulation Results

Model results are presented together with field results in Figure 5. The two parameters \( n \) and \( m \) were fitted to the field data to obtain the best agreement. Observe that the simulation results fit to the field results very well using parameters \( n = 1000 \) and \( m = 100,000 \), as not only do the mean values agree but also the standard deviation of the axis ratios and the maximum particle sizes match well.

Since the amount of abraded material is proportional to the \((3/2)\)th power of particle mass (cf., equations (10)–(11)) and particle mass decreases downstream, the size of the produced fragments also decreases downstream. The maximum and average produced particle size appearing in the simulation is shown in Figure 8a. In the upper reaches, where boulders collide with each other, the maximum size produced is fine gravel, while the average size of the fragments is that of very coarse sand. In the lower part of the river, the maximum fragment size decreases rapidly and the average fragment size changes to medium and fine-grained sand. Note that because the newly created particles are smaller than 20 mm, they do not affect the shape and size distributions computed only for the particles larger than 20 mm.

Since fragments appear rapidly in the simulated particle population, more and more particles have to be chosen to reach the constant \( V_{\text{total}}/m \) in the segregation model, thus \( k \) increases along the river (Figure 8b, left axis). However, the number of fragments increases more rapidly than \( k \); therefore, the ratio \( k/N \) between \( k \) and the total number of particles \( N \) decreases abruptly and converges to a small constant value (Figure 8b, right axis). This indicates that segregation by size is almost constant along the river, except the first few kilometers where it has a more important effect. As the ratio \( k/N \) decreases rapidly, segregation becomes weaker but remains effective in the simulated abrasion process. Although pebbles will almost always collide with the produced fragments, segregation increases the probability of selecting the larger fragments from the fragment distribution. This is presented in Figure 8c, where the relative frequency of collisions with particles smaller than 16, 8, and 4 mm are shown separately. Although the relative frequency of collisions with particles smaller than 16 mm increases abruptly, for the sizes 8 and 4 mm, it increases gradually as more and more small, sand-sized fragments are produced in the system (Figure 8a). The effectiveness of segregation by size on the abrasion process is considered further in a parameter study in the next subsection. As the probability of collisions with very small fragments (sand) increases, large particles will move toward flatter and thinner shapes, i.e., axis ratios \( y_1 \) and \( y_2 \) will decrease as predicted by box equations and shown in Figure 5. A more detailed picture of the shape evolution is presented in section 6.3.

It is worth mentioning that size selective transport and abrasion should not be separated so strictly since it is clear that the mobility of particles controls abrasion rate and vice versa [Jerolmack et al., 2011]. Although a small particle is easier to mobilize, the time spent in movement is related to the number of collisions with other particles i.e., the abrasion rate. Since model time and thus the number of collisions is
assumed to be proportional to the distance traveled in the simulation, our model can be thought of as being ruled by the number of collisions, not by time.

6.2. The Sensitivity of the Numerical Simulation

The sensitivity of the model results, in regard to the parameter values adopted, was also investigated and the results are presented in Figure 9. The model was run with double and half parameter values (cases A–D) and the results are shown with gray lines. The small differences between the results of cases A to D suggest that the model is structurally stable with respect to the parameters \(m\) and \(n\).

The importance and validity of the two modeled phenomena—the production of fine particles and the effect of segregation on the abrasion—was also considered, by running the model without one or both of these phenomena present (cases E–G). The results are shown by the black lines in Figure 9. It is clear that without the production of fragments (case E), neither the shape nor the size evolution agrees with the field data. In the absence of small abrasers, pebbles tend to evolve toward the sphere, as predicted by box equations. The size of large particles in the population decreases extremely slowly compared to the small particles; therefore, smaller pebbles exit from the system rather early. Accordingly, the average particle size increases in this case and the maximum particle size does not show the desirable exponential decrease. If fragment production is applied \(n = 1000\) but there is no segregation (case F), then axis ratios decrease very quickly due to the collisions with small fragments. On the other hand, if segregation is too strong (case G), then particles will always collide with similar size particles, thus shapes will evolve toward the sphere.

6.3. Prediction of the Individual Pebble Trajectories

Beyond reproducing the history of the particle population, the numerical model allows tracking of the shape and size evolution of the individual particles as well, offering a much more detailed picture of the abrasion process.
Figure 10a presents the trajectories of 50 randomly selected particles on the \( y_1-y_2 \) plane, showing that a typical trajectory has a sharp U-turn on this plane. Since fragments appear rapidly in the simulated particle population, pebbles will almost always collide with small particles (Figure 8c). This can be considered as abrasion in an invariant environment, where the abraders are the fragments. In this environment, large particles start to move toward flatter and thinner shapes (\( y_1 \) and \( y_2 \) decrease) since the Eikonal term of equations (4)–(5) dominates because of the large size difference between the abraded and the abrading particles. However, the size of the particle decreases during the abrasion process and thus the size difference between the abraded particle and the abraders (the fragments) decreases as well. This means that the roles of the second and third, curvature-driven terms of equations (4)–(5) increase to become commensurate with the role of the Eikonal term. Therefore, shape evolution slows down on the \( y_1-y_2 \) plane. As the size of the abraded particle further decreases, the curvature-driven terms start to dominate, pushing shapes toward the sphere. Therefore, when the abraded particle reaches a critical size, it turns back on the \( y_1-y_2 \) plane. This is presented in Figure 10b on a selected trajectory. Observe that data points around the turning point are getting closer, which shows that shape evolution slows down. The same trajectory is shown in the \( y_1-y_2-y_3 \) space in Figure 10c. This phenomenon appears to be very robust: it was predicted analytically for an invariant environment in Domokos and Gibbons [2012] and it has also been verified by simple laboratory experiments in their paper. They also showed that the critical size when the particle turns back depends not only on the size of the abraders but also on the axis ratios of the particles. The condition for the attractivity of the sphere, for particle \( y \) abraded by identical particles \( z_i \), is

\[
\frac{f}{\frac{1}{y}} < f(y_1, y_2, z_1, z_2),
\]

where \( f \) is a function which depends only on the axis ratios of the abraded and abrading particles and not on their size. For spherical abraders (\( z_1 = z_2 = 1 \)), the lower bound for \( f \) is given by \( f > 3 \). Thus, in the case of spherical abraders, if particle size \( y_3 \) decreases below the size \( 3z_3 \), then it is a sufficient condition for the convergence to the sphere, regardless of the axis ratios \( y_1 \) and \( y_2 \). In our case, the average size at the turning point is around 60 mm in the simulation (with a large standard deviation due to the differences in the axis ratios \( y_1 \) and \( y_2 \)). Those pebbles which start with a size below the critical size do not exhibit the U-turn since their shape starts to evolve directly toward the sphere (Figure 10a). As mentioned above, the velocity along the trajectories is not constant during the abrasion process on the \( y_1-y_2 \) plane: around the turning point, shape evolution slows down and rapid evolution toward the sphere usually starts only below the 20 mm size (Figure 10b). In addition, the U-turns occur at different times for the different particles since the original particle size distribution is quite wide. This explains why the averages presented in Figure 5 do not exhibit this U-turn.

[51] However, it can be demonstrated that the field data exhibit similar behavior. To illustrate this, we treated the 12 collected samples as one particle population, i.e., we considered all of the particle data as a single sample from the entire river, as a whole. Then, we ordered the particles by size and divided them into bins in this order, so that the same number of particles fell into each bin. The mean axis ratio and size in each bin were then computed. Results are shown in the \( y_1-y_2 \) plane in Figure 10d where numbers beside the data points refer to the mean size in mm. Gray/black points show the result when particles are divided into five/eight bins, respectively. The corresponding U-turn on this diagram (with an average size around 60 mm at the turning point) suggests that our simulation is realistic, i.e., particle size influences the abrasion process in the real river as well.

7. Conclusions

[52] In this paper we reviewed a new analytical abrasion model called box equations which treats the shape and size evolution of a particle population as the cumulative effect of individual collisions between two particles. The main advance of box equations is its ability to realistically model the shape evolution of pebbles together with size evolution during abrasion.

[53] We conducted a field study on the downstream evolution of basalt particle shape and size along the Williams River in the Hunter Valley, Australia. Shape changes in the downstream reaches, in particular pebbles getting flatter and thinner, suggest the importance of abrasion by suspended sediment, since according to the model predictions, this phenomenon is due to collisional abrasion by sand-sized particles. This hypothesis is strengthened qualitatively by the occurrence of aquafacts (i.e., abraded pebbles with sharp edges) at the last three sites.

[54] Based on the hypothesis that abrasion plays the dominant role in causing downstream fining in the Williams River, we presented a numerical simulation to reconstruct the abrasion process in the river. The numerical model relies on box equations, supplemented by simple geometric assumptions on fragmentation. We introduced two scalar parameters based on physical considerations: the first parameter is the number of fragments produced in each collision, while the second parameter represents the intensity of segregation by size. By fitting these two parameters, we reproduced the evolution of both the shape and size distributions along the river.

[55] Beyond reproducing field results, the model is able to follow the size and shape evolution of individual particles as well, which offers a detailed picture of the abrasion process. In particular, we demonstrated how particle size controls shape evolution in the river: large particles start to move away from the sphere; however, they turn back at a critical size and finally they converge to the sphere. While this phenomenon was predicted analytically based on box equations [Domokos and Gibbons, 2012], this is its first confirmation based on field measurements.

[56] Box equations are easy to implement and flexible. Beyond collisional abrasion, which was modeled here, the equations can handle frictional abrasion as well. Besides this, many other phenomena could be incorporated into the system, e.g., size selective transport, physical weathering or the effect of additional material from tributaries. Thus, we hope that our abrasion model, in combination with existing transport models, can provide a framework for future shape and size evolution studies in various sedimentary environments.
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