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Abstract—This paper describes a novel approach to quantization in oversampled filter banks. The new technique is based on moving horizon optimization, does not rely on an additive white noise quantization model and allows stability to be explicitly enforced in the associated nonlinear feedback loop. Moreover, the quantization structure proposed here includes \( \Sigma \Delta \) and linear predictive subband quantizers as a special case and, in general, outperforms them.
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I. INTRODUCTION

Filterbanks (FBs) are widespread in many practical applications, mainly in relation to subband signal processing and coding of audio and image signals; see, e.g., [1]–[7]. Fig. 1 depicts a FB with \( K \)-channels and decimation factor \( L \) in each channel, where \( K \geq L \). The FB is said to be critically sampled if \( K = L \) and oversampled if \( K > L \). The main purpose of a critically sampled FB is to compress a discrete-time input signal \( y \) into subband sequences \( v_k \), such that the number of bits used to quantize the subband signals \( v_k \) is small, whilst providing “good” reconstruction quality, i.e., while achieving \( \hat{y} \approx y \). For that purpose, a series connection of an analysis FB, an abstract quantizer (or coder) \( Q \) and a synthesis FB is employed.

As can be seen in Fig. 1, a FB first decomposes the discrete-time input signal \( y \) into subband sequences \( v_k \) through analysis filtering and downsampling. The abstract quantizer \( Q \) then processes the resulting \( K \) subband sequences (in a linear or nonlinear fashion) and quantizes them, giving rise to the output sequences \( u_k \). Finally, the synthesis FB upsamples and filters the sequences \( u_k \) to provide an estimate of \( y \).

Reconstruction errors in a FB basically arise from three sources [3]: aliasing and imaging, (as a consequence of sampling rate conversions), phase and amplitude distortion (due to the filters employed), and quantization effects. The effects of aliasing, imaging, phase and amplitude distortion can be dealt with by proper design of the analysis and the synthesis filters; see, e.g., [3]–[5]. On the other hand, quantization, in general, incurs a loss of information, and, therefore, precludes \( \hat{y} \) from being equal to \( y \). Quantization effects are nonlinear (and nonsmooth) in nature. Nonetheless, often linear analysis and design methodologies can usefully be employed; see, e.g., [8]–[11]. Of course, these techniques are only approximate and one can expect linear design approaches to be, in general, outperformed by nonlinear ones.

While source coding applications typically employ critically sampled FBs, oversampled FBs implement redundant signal expansions in \( l^2(\mathbb{Z}) \) and have inherent noise reducing properties rendering them attractive for applications requiring low-resolution quantizers. In the context of analog-to-digital (A/D) conversion, the practical advantages of using low-resolution quantizers at the cost of increased (sampling) rate are indicated by the popular \( \Sigma \Delta \) techniques [12], [13]. The use of low-resolution quantizers increases circuit speed and reduces circuit complexity; 1-bit codewords, for example, eliminate the need for word framing.

In [8], oversampling noise shaping (\( \Sigma \Delta \)) subband quantizers have been introduced as an extension of oversampled noise shaping A/D converters. The approach in [8] has two shortcomings:

1) a linear model for quantization is used, i.e., quantization is modeled as introducing additive white noise independent of the signal, and

2) stability of the feedback loop cannot be guaranteed.

In the present paper, we address these two issues by introducing a novel quantization method for oversampled FBs. The approach uses an exact nonlinear model of quantization and allows one to enforce stability. The new scheme is based on ideas from finite-set constrained predictive control; see, e.g., [14]. On
a conceptual level, it extends previous work on scalar A/D conversion [15], [16]. (See also related work on discrete coefficient filter design [17] and on channel equalization [18]) to the vector case.

In our approach [which we term a Moving Horizon Subband Quantizer (MHSBQ)], at each time instant, the quantized values are chosen to minimize the energy of a filtered version of the reconstruction error over a (corresponding) finite horizon, together with a “final state weighting” term. The MHSBQ looks ahead at a finite number of “future” samples and effectively performs vector quantization (VQ) over the multiple time instants contained in the horizon. Thus, the MHSBQ amounts to (a special type of) space-time VQ of the K subband signals over multiple time instants.

The main design parameters in the MHSBQ are the horizon length and the final state weighting term. We show that in the special (and simplest) case of the horizon being equal to one and no final state weighting, the MHSBQ reduces to the linear feedback quantizers of [8]. Larger horizons lead to performance improvements. Another advantage of the approach proposed in this paper, when compared to [8], is that stability issues are addressed explicitly. More precisely, we show that, in many situations, the final state weighting term of the MHSBQ can be chosen such that idle tones are suppressed, i.e., we can guarantee that, with a zero input signal, the output signal will decay to zero. Interestingly, these cases are associated with situations where the reconstruction error over a finite horizon together with the final state weighting term essentially amounts to the infinite horizon reconstruction mean-square-error (MSE).

Before proceeding, we note that the subject of scalar \( \Sigma \Delta \) quantization of redundant (i.e., oversampled) representations using exact quantization models and explicitly addressing stability issues has recently become a very active area of research in the applied mathematics community; see, e.g., [19]. For representative references the interested reader is referred to [20]–[24]. The approach proposed in the present paper encompasses scalar and subband \( \Sigma \Delta \) quantization as a special case and appears to be an entirely new concept in the context of quantization of overcomplete representations. Our stability notion complements those used in [20]–[23]. Whilst in [20]–[23] stability refers to boundedness of signals, our results are concerned with the stronger notion of signals, not only being bounded, but also decaying to zero. In particular, the MHSBQ guarantees absence of idle tones. This is not implied by the results in [20] for scalar \( \Sigma \Delta \) quantization. Nevertheless, our results do not resolve the stability problem completely, since they apply only to a specific class of input signals \( y \).

We finally note, that for the scalar \( \Sigma \Delta \)-based approaches in [20]–[24], it is often possible to compute the reconstruction MSE (or bounds thereon) explicitly as a function of the oversampling factor, see also [25]. Obtaining such explicit results seems to be difficult for the MHSBQ approach presented in this paper and is an important open problem.

The remainder of this paper is organized as follows: In Section II, we review basic concepts related to (oversampled) FBs. Section III presents the proposed MHSBQ. Corresponding design parameters and properties are investigated in Sections IV and V. Section VI documents a simulation study. We conclude in Section VII.

Notation: We adopt vector-space notation to denote signals. For example, in Fig. 1, \( y \) denotes the signal \( y = \{ \ldots, y(-1), y(0), y(1), \ldots \} \). We use upper case bold-face letters for matrices and lower case bold-face letters for vectors and vector-signals; \( \mathbf{0} \) denotes the all zeros vector. Unless explicitly specified, the dimension of vectors follows from the context. We use \( I_L \) to denote the \( L \times L \) identity matrix and define \( \mathbf{0}_K \) to be the all zeros \( K \times K \) matrix. Transposition of a matrix is denoted via the superscript \( T \); the superscript * stands for complex conjugation; the superscript \( H \) denotes conjugate transposition: \( \| \mathbf{x} \|^2_P \) stands for the quadratic form \( \mathbf{x}^H \mathbf{P} \mathbf{x} \); \( \mathbf{x}^T \) stands for any vector and \( \mathbf{P} \) denotes a symmetric positive semidefinite matrix; \( \| \mathbf{e} \|^2_e \) stands for the quadratic form \( \mathbf{e}^H \mathbf{P} \mathbf{e} \). Finally, we will use the following definition of a VQ.

**Definition I (Euclidean VQ):** Consider a finite set of column vectors \( \mathcal{B} = \{ \mathbf{b}_i \} \), where \( \mathbf{b}_i \in \mathbb{R}^{m_1 \times 1} \), \( \forall \mathbf{b}_i \in \mathcal{B} \), and \( \mathbf{b}_i \neq \mathbf{b}_j, \forall i \neq j \). A nearest neighbor VQ is defined as a mapping \( q_B : \mathbb{R}^{m_1 \times 1} \rightarrow \mathcal{B} \) which assigns to each vector \( \mathbf{c} \in \mathbb{R}^{m_1 \times 1} \) the closest element of \( \mathcal{B} \) (as measured by the Euclidean distance), i.e., \( q_B(\mathbf{c}) = \mathbf{b}_i \in \mathcal{B} \) if and only if \( \mathbf{c} \) belongs to the region

\[
\left\{ \mathbf{c} \in \mathbb{R}^{m_1 \times 1} : ||\mathbf{c} - \mathbf{b}_i||^2 \leq ||\mathbf{c} - \mathbf{b}_j||^2, \forall \mathbf{b}_j \neq \mathbf{b}_i, \mathbf{b}_j \in \mathcal{B} \right\}
\]

Note that, in the special case when \( n_B = 1 \), the VQ defined above reduces to a scalar quantizer with a scalar output set. In the present paper, we shall, however, be interested in the more general case where \( n_B \geq K \).

II. BACKGROUND ON (OVERSAMPLED) FILTERBANKS

In this section, we give a brief overview of several fundamental aspects of (oversampled) FBs. More thorough treatments can be found, e.g., in [2]–[5], [26], and [27].

A. Basic Aspects

Referring to Fig. 1, the discrete-time input signal \( y \) is simultaneously filtered by the analysis filters

\[
E_d(z) = \sum_{\ell=-\infty}^{\infty} e_d(\ell) z^{-\ell}, \quad i \in \{1, 2, \ldots, K\}.
\]  

(1)

The \( K \) signals \( y_k \) are downsampled [1] by a factor of \( L \), i.e., only every \( L \)th sample is retained. The resulting subband sequences \( y_i \) are then quantized leading to the \( K \) sequences \( u_i \). At each time instant \( k \in \mathbb{Z} \), we have

\[
u_i(k) \in \mathcal{U}_i, \quad \forall i \in \{1, 2, \ldots, K\}
\]

(2)

where each of the sets \( \mathcal{U}_i, i \in \{1, 2, \ldots, K\} \), contains a finite (not necessarily the same) number of elements. The reconstruction error \( \hat{y} - y \) clearly depends on how the sequences \( u_i \) are chosen inside the abstract quantizer \( Q \). The main focus of this paper is the design of \( Q \) for given sets \( \mathcal{U}_i \).1 A key feature of our approach (which will be presented in Section III) is that we are effectively performing VQ across subchannels and across time. At each time instant \( k \in \mathbb{Z} \), the \( K \) quantized values \( u_i(k) \) in

1Of course, joint design of \( Q \) and the \( \mathcal{U}_i \) would be interesting, but is beyond the scope of the present paper.
(2) are jointly designed such as to optimize the quantizer performance. Thus, our strategy is more general than those which simply choose each value \( u_i(k) \) separately, i.e., on a subchannel by subchannel basis, via scalar quantizers.

In the synthesis FB, the quantized sequences \( u_i \) are upsampled \([1]\) by a factor of \( L \) resulting in the sequences \( u_i \). The \( K \) filters

\[
R_i(z) = \sum_{\ell=-\infty}^{\infty} r_i(\ell)z^{-\ell}, \quad i \in \{1, 2, \ldots, K\}
\]

then perform an interpolation/smoothing function, which finally results in the estimate \( \hat{y} \).

We define the oversampling factor of the FB as

\[
r = \frac{K}{L}.
\]

### B. Polyphase Representation

The oversampled FB of Fig. 1 is a multirate system, which can be represented conveniently in the polyphase description as outlined below; see, e.g., [2], [3], and [27].

We begin by defining the vector sequences

\[
v(k) \triangleq \begin{bmatrix} v_1(k) \\ v_2(k) \\ \vdots \\ v_K(k) \end{bmatrix}, \quad u(k) \triangleq \begin{bmatrix} u_1(k) \\ u_2(k) \\ \vdots \\ u_K(k) \end{bmatrix}, \quad d(k) \triangleq \begin{bmatrix} d_1(k) \\ d_2(k) \\ \vdots \\ d_L(k) \end{bmatrix}, \quad \hat{d}(k) \triangleq \begin{bmatrix} \hat{d}_1(k) \\ \hat{d}_2(k) \\ \vdots \\ \hat{d}_L(k) \end{bmatrix}
\]

where

\[
d_i(k) \triangleq y(kL + i - 1), \quad i \in \{1, 2, \ldots, L\}
\]

\[
\hat{d}_i(k) \triangleq \hat{y}(kL + i - 1), \quad i \in \{1, 2, \ldots, L\}
\]

are the polyphase components of \( y \) and \( \hat{y} \), respectively. Note that the vectors defined in (5) are updated only every \( L \) sampling instants of \( y \).

By using the so-called noble identities, see, e.g., [3], direct algebraic manipulation yields that the FB of Fig. 1 can be characterized via:\(^2\)

\[
v = E(z)d, \quad \hat{d} = R(z)u.
\]

Here, \( E(z) \) is the \( K \times L \) analysis polyphase matrix, while \( R(z) \) is the \( L \times K \) synthesis polyphase matrix, defined as

\[
[ E(z) ]_{i,n} = E_{i,n}(z), \quad i \in \{1, 2, \ldots, K\}, \quad n \in \{1, 2, \ldots, L\}
\]

and

\[
[ R(z) ]_{n,i} = R_{i,n}(z), \quad i \in \{1, 2, \ldots, K\}, \quad n \in \{1, 2, \ldots, L\}
\]

respectively, with the polyphase filters

\[
E_{i,n}(z) \triangleq \sum_{\ell=-\infty}^{\infty} e_i(\ell L - n + 1)z^{-\ell}
\]

\[
R_{i,n}(z) \triangleq \sum_{\ell=-\infty}^{\infty} r_i(\ell L + n - 1)z^{-\ell}.
\]

The resulting equivalent scheme is depicted in Fig. 2 showing the polyphase description of a multi-input multi-output (MIMO) single-rate system, which operates on the downsampled signals.

### C. Perfect Reconstruction

In the absence of quantization, perfect reconstruction, i.e., \( \hat{y} = y \), is obtained by ensuring

\[
R(z)E(z) = \mathbf{I}_L.
\]

FBs which satisfy (8) are termed perfect reconstruction FBs [3]. Note that choosing \( R(z) \) as any left-inverse of \( E(z) \) will result in a perfect reconstruction FB [27]. (Note that the left-inverse of \( E(z) \) is nonunique only in the oversampled case, where \( r > 1 \). When \( r = 1 \), (8) requires \( R(z) = E(z)^{-1} \); in which case \( E(z) \) needs to be invertible.) In particular, if quantization effects are modeled as additive white Gaussian noise, then choosing \( R(z) \) as the para-pseudoinverse of \( E(z) \), i.e., \( R(z) = (E(z)E(z)')^{-1}E(z) \),\(^3\) will minimize the reconstruction MSE [8]. Other approaches to the design of \( R(z) \) taking into account quantization effects can be found, for example, in [9], [10], and [28].

### D. Quantization Aspects

Quantization commonly induces a loss of information when transforming the sequence \( v \) into the sequence \( u \). As a consequence, the reconstructed sequence \( \hat{d} \) will differ from \( d \), in general, i.e., the reconstruction error, which we define as

\[
e_d \triangleq d - \hat{d}
\]

will be nonzero. Note that, given (5) and (6), the sequence \( e_d \) can alternatively be characterized via

\[
e_d(k) = \begin{bmatrix} y(kL) \\ y(kL + 1) \\ \vdots \\ y(kL + L - 1) \end{bmatrix} - \begin{bmatrix} \hat{y}(kL) \\ \hat{y}(kL + 1) \\ \vdots \\ \hat{y}(kL + L - 1) \end{bmatrix}, \quad k \in \mathbb{Z}.
\]

\(^3\)Here, \( E(z) = E(z)^H(1/z^*) \) is the para-conjugate of \( E(z) \).
As stated in [3], the effect of quantization of the subband sequences is very difficult to analyze exactly. The usual paradigm adopted models the quantizer by a linear gain-plus-noise model, as in the case of standard A/D conversion; see, e.g., [29]. This model is simple and may, in some cases, yield useful results, see also [30]. Nevertheless, it fails to predict nonlinear effects, such as the appearance of idle tones or chaotic output sequences; see, e.g., [31].

A simple subband quantization method is described in [3] and [32]. It uses one scalar quantizer for each subband, i.e., it sets

\[ u_i(k) = q_{U_i}(v_i(k)), \quad \forall k \in \mathbb{Z}, \quad \forall i \in \{1, 2, \ldots, K\} \]  

(11)

where we have used the notation introduced in Definition 1, with \( n_{B_i} = 1 \) and \( B = U_i \). Based upon the linear quantization paradigm aforementioned, the number of bits assigned to each quantizer can be determined according to the energy content of each subband sequence in an optimal manner. This type of methodology is widespread, especially in audio coding applications; see, e.g., [6] and [33].

E. Linear Feedback Subband Quantization

Oversampled FBs provide redundant expansions of the input signal \( y \), see [26] and [27]. In [8] it was shown how this redundancy can be exploited to reduce quantization errors in \( \hat{y} \) through the use of linear feedback quantization methods, i.e., the noise-shaping quantizer depicted in Fig. 3 and the signal predictive quantizer in Fig. 4. As can be seen in those figures, linear feedback quantizers incorporate feedback loops which contain a linear MIMO filter \( G(z) \) of dimension \( K \times K \). These quantizers essentially correspond to MIMO versions of \( \Sigma \Delta \)-converters and noise-shaping quantizers; see, e.g., [12] and [13].

The architecture in [8] (see Figs. 3 and 4) amounts to subchannel quantization, i.e.

\[ u(k) \in U, \quad \forall k \in \mathbb{Z} \]  

(12)

where the set \( U \) is defined via

\[ U \triangleq U_1 \times U_2 \times \cdots \times U_K \subset \mathbb{R}^K \]  

(13)

\(^4\)Compare also to parallel \( \Sigma \Delta \)-Converter structures as described, for example, in [34].

III. MOVING HORIZON SUBBAND QUANTIZATION

The main aim of the abstract quantizer \( Q \) in Fig. 1 is to make the reconstruction error \( e_r \) [defined in (9)] small by appropriate selection of \( u \), for fixed and given \( U \). In what follows, we will use methods stemming from the Model Predictive Control framework, see, e.g., [35] and [36], to design a subband quantizer, which minimizes a weighted measure of the reconstruction error. On a conceptual level, the proposed method extends our previous work on (scalar) signal quantization documented in [15] and [16] to oversampled FBs or, equivalently, to nonsquare MIMO systems. The quantization scheme to be presented will be seen to also outperform the linear feedback subband quantizers of [8].

A. Frequency-Selective Subband Quantization

The subband quantization problem outlined above can be embedded into the more general problem of minimizing the filtered distortion sequence

\[ e_f \triangleq W(z)(H(z)d - u) \]  

(14)

subject to the vector sequence \( u \), see (5), taking values in the set \( U \) defined in (13). In (14), \( H(z) \) is of dimension \( K \times L \) and \( W(z) \) is a causal filter of dimension \( n_e \times K \), where \( n_e \in \mathbb{N} \).

As an example of this setting, consider a perfect reconstruction FB, see (8), and choose \( H(z) = E(z) \) and \( W(z) = R(z) \). In this case, \( e_f \) corresponds to the reconstruction error \( e_d \) defined in (9).

More generally, the two filters \( H(z) \) and \( W(z) \) allow the designer to consider a (frequency-) weighted reconstruction error.
Indeed, if $e_f$ is minimized (in some appropriate sense), then $u$ will approximate the sequence

\[ a \triangleq H(z)d \]  

and $W(z)$ in (14) weights the signal $a - u$ in a frequency-selective manner. More details on how to choose $W(z)$ and $H(z)$ are provided later in Section IV-B. For now, we focus on the problem of minimizing $e_f$ for fixed filters $W(z)$ and $H(z)$.

For the ensuing discussion, it is convenient to use a state-space description and to characterize $W(z)$ via

\[ W(z) = D + C(zI_n - A)^{-1}B \]

where $n \in \mathbb{N}$ is the order of the chosen filter $W(z)$, $A \in \mathbb{R}^{n \times n}$, $B \in \mathbb{R}^{n \times K}$, $C \in \mathbb{R}^{r \times n}$, and where $D \in \mathbb{R}^{r \times K}$ is nonzero. Based on (16), we have

\[ e_f(k) = Cx(k) + D(a(k) - u(k)) \]

where $x(k)$ is the filter state.\(^5\)

### B. Optimization Criterion

Given the setting described above, the subband quantizer can now be designed with an optimality criterion in mind. More precisely, we will focus on the energy of the filtered distortion sequence $e_f$. For that purpose, at every time instant $k$, we propose to minimize the following measure of $e_f$ defined over a finite and fixed horizon $N \in \mathbb{N}$

\[ V_N(\tilde{u}(k); x(k)) \triangleq ||x(k+N)||_P^2 + \sum_{\ell=k}^{k+N-1} ||e_f(\ell)||^2 \]

where $P \in \mathbb{R}^{n \times n}$ is a given positive semidefinite matrix and

\[ \tilde{u}(k) \triangleq \begin{bmatrix} u(k) \\ u(k+1) \\ \vdots \\ u(k+N-1) \end{bmatrix} \in \mathcal{U}^N \subset \mathbb{R}^{NK \times 1} \]

contains the decision variables (quantized values). The constraint set $\mathcal{U}$ underlying the cost function (18) is defined in (13); primed variables refer to “potential values” of the filtered distortion $e_f$ and the final state $x(k+N)$, which would result if the quantizer outputs $\{u(k), u(k+1), \ldots, u(k+N-1)\}$ were set equal to the corresponding values in $\tilde{u}(k)$. In accordance with (17), these potential trajectories are formed as

\[ e_{f}(\ell) = Cx(\ell) + D(a(\ell) - u(\ell)) \]

\[ x'(\ell + 1) = Ax(\ell) + B(a(\ell) - u(\ell)) \]

with $\ell \in \{k, k+1, \ldots, k+N-1\}$.

The initial condition in (20) is

\[ x(k) = x(k) \]

which is uniquely determined from past values of $u$ and of $d$. To be more precise, due to (15), the sequence $\{d(0), d(1), \ldots, d(k-1)\}$ gives rise to the sequence $\{a(0), a(1), \ldots, a(k-1)\}$. The vector sequence $x$ can then be calculated via the recursion, see (17)

\[ x(k) = Ax(k-1) + B(a(k-1) - u(k-1)) \]

initialized with $x(0) = 0$.

Minimization of $V_N$ in (18) at time instant $k$ gives rise to the optimizer

\[ \tilde{u}^*(k) \triangleq \arg \min_{u(k) \in \mathcal{U}} V_N(\tilde{u}(k); x(k)) \]

Clearly, (22) amounts to a (special type of) space-time VQ of the $K$ subband signals over the multiple time instants contained in the horizon window. Indeed, the solution $\tilde{u}^*(k)$ of the optimization problem contains values which, in principle, could be used in the sequence $u$ (see Fig. 2) at instants $k, k+1, \ldots, k+N-1$, see (19). To obtain better performance, in Section III-C, we will present an alternative strategy, where minimizations are carried out at every time instant, thus, providing a sequence of optimizers $\{\tilde{u}^*(0), \tilde{u}^*(1), \ldots, \}$. The sequence $u$ is then obtained by setting each $u(k)$, $k \in \mathcal{U}$ equal to the first element of $\tilde{u}^*(k)$ [which is of dimension $K \times 1$ and contains values for all $K$ subchannels for instant $k$, see (19)].

Remark 1 (Decision Delay): An important feature of (22) is that $\tilde{u}^*(k)$ is obtained through “looking ahead” at the signal $d$ up until time instant $k + N - 1$. Thus, the quantizer incurs a decision delay of $N$ time steps (or, equivalently, $NL$ samples of $y$) plus the time required to compute the optimizer in (22). \(\triangle\)

Before proceeding, we emphasize that a key aspect of our approach is the inclusion of the final state weighting term $||x(k+N)||_P^2$ in $V_N$. As is known from the systems and control literature, see, for example, [36], final state weighting can, at times, be used as a mechanism to approximate infinite horizon behavior via a finite-horizon cost function. In fact, the following result shows that (in the case of stable filters $W(z)$), through proper choice of the matrix $P$, we can, indeed, approximate the minimization of the energy of $e_f$ over an infinite horizon through the use of the finite-horizon cost function (18).

Lemma 1 (Infinite Horizons): Suppose that $W(z)$ is a stable filter, i.e., all eigenvalues of $A$ in (16) lie strictly inside the unit circle, and that $u(\ell)$ is equal to $a(\ell)$ for every $\ell \geq k + N$. If the matrix $P$ in (18) satisfies the Lyapunov Equation

\[ A^T PA + C^T C = P \]

we have

\[ V_N(\tilde{u}(k); x(k)) = \sum_{\ell=k}^{\infty} ||e_f(\ell)||^2 \].

Proof: The proof uses basic properties of linear systems, as described, for example, in [38]. We first note that, since (16) is a minimal realization of the stable system $W(z)$, we have that $C^T C$ is positive definite and the Lyapunov Equation (23) has a unique solution; see, e.g., [37].

On the other hand, it follows directly from (20) that, if $u(\ell) = a(\ell)$, $\forall \ell \geq k + N$, then: (see the equation at the bottom of the next page). Direct substitution confirms that $P = \sum_{\ell=0}^{\infty}(A^T)^\ell C^T C A^\ell$, indeed, satisfies (23). Thus,
\[ ||x'(k + N)||^2_P = \sum_{\ell=k}^{\infty} ||e'_f(\ell)||^2. \] The result (24) now follows from (18).

We note that the quantized nature of \( u' \) will generally preclude \( u'_f(\ell) \) from being equal to \( a(\ell) \) for every \( \ell \geq k + N \) and (24) is, therefore, only approximate. Nevertheless, as will become clear in Section IV-C, choosing \( P \) as the unique solution of the Lyapunov Equation (23) helps to ensure idle ton suppression.

\[ ||x'(k + N)||^2_P = \sum_{\ell=k}^{\infty} ||e'_f(\ell)||^2. \] The result (24) now follows from (18).

\[ \text{C. Moving Horizon Optimization} \]

The basic idea of this paper is to use the moving horizon principle as described, for example, in [36]. In this paradigm, at every time instant \( k \) the finite horizon cost function \( V_N \) in (18) is minimized over a corresponding horizon. The output of the abstract quantizer is set to

\[ u(k) \leftarrow u'(k) \] (25)

where the vector

\[ u'(k) = [I_K \ 0_K \ \cdots \ 0_K] u^*(k) \] (26)

is obtained from the solution of (22).

In our approach, \( u^*(k) \) is then used in (17) to deliver the successor state \( x(k+1) \) according to

\[ x(k+1) = Ax(k) + Bu(k) - u^*(k). \] (27)

In the next time instant, \( x(k+1) \) is used to minimize the cost function \( V_N(x(k+1); x(k+1)) \), yielding \( u(k+1) = u^*(k+1) \), see (26). This procedure is repeated ad-infinatum. As illustrated in Fig. 5, for a horizon of \( N = 5 \), the time window used in the minimization of \( V_N \) slides forward as \( k \) increases. The past is propagated forward in time via the state sequence \( x^6 \).

Fig. 6 schematizes the proposed subband quantizer. We will term it a MHSBQ. Clearly, the MHSBQ is a time-varying subband quantization scheme.

Remark 2 (Relationship to Model Predictive Control): The MHSBQ can be regarded as a particular MIMO Model Predictive Controller, see, e.g., [35] and [36], with plant \( W(z) \), controlled input \( u \) and reference signal \( W(z)H(z)d \). A special feature of the particular situation at hand is that \( u \) is restricted to satisfy the quantization constraint (12). This puts the subband quantization problem into the finite set constrained predictive control framework developed recently in [14].

\[ \sum_{\ell=\infty}^{\infty} ||e'_f(\ell)||^2 = \sum_{\ell=\infty}^{\infty} ||Cx'(\ell)||^2 \]

\[ = (x'(k + N))^T \left( \sum_{i=0}^{\infty} (A^T)^iC^TC^i \right) x'(k + N). \]

\[ \sum_{\ell=\infty}^{\infty} ||e'_f(\ell)||^2 = \sum_{\ell=\infty}^{\infty} ||Cx'(\ell)||^2 \]

\[ = (x'(k + N))^T \left( \sum_{i=0}^{\infty} (A^T)^iC^TC^i \right) x'(k + N). \]
On the other hand, as already mentioned in Remark 1, choosing large horizons incurs large decision delays. Solving the combinatorial program needed to obtain \( \tilde{f}^\ast(k) \) in (22) for recursive filters \( \mathbf{W}(z) \), results in exponential complexity in \( N \).\footnote{Computation times to solve (22) are, in general, also exponential in the number of subband sequences \( K \).} If \( \mathbf{W}(z) \) is FIR, then the optimization can be carried out following a Viterbi Algorithm-like approach \cite{41}, and has computational complexity which is only linear in \( N \), see also \cite{18}.

As a consequence, the optimization horizon parameter \( N \) allows the designer to trade-off performance for on-line computational effort. Fortunately, as will be demonstrated in simulation studies (see Sections V-B and VI), excellent performance can often be achieved with relatively small horizons.

### B. Weighting Filters \( \mathbf{W}(z) \) and \( \mathbf{H}(z) \)

As already outlined in Section III-A, the frequency weighting filter \( \mathbf{W}(z) \) and the prefilter \( \mathbf{H}(z) \) in (14) can be utilized to (implicitly) specify spectral characteristics of the subband sequences \( u_k \) and of the resultant reconstruction error \( e_d \).

One possible design choice motivated by the specific problem considered in this paper is as follows:

\[
\mathbf{H}(z) = \mathbf{E}(z), \quad \mathbf{W}(z) = z^{-\delta} \mathbf{R}(z) \quad (28)
\]

where \( \delta \) is the unique integer such that \( z^{-\delta} \mathbf{R}(z) \) is causal with nonzero direct feedthrough. In this case, the input to the quantizer in Fig. 6 is given by \( a = v \). Moreover, (7) and (14) yield

\[
e_f(z) = z^{-\delta} \mathbf{R}(z) \mathbf{E}(z) \mathbf{d} - u = z^{-\delta} \left\{ \mathbf{R}(z) \mathbf{E}(z) \mathbf{d} - \mathbf{d} \right\} \quad (29)
\]

i.e., \( e_f \) corresponds to the difference between (possibly delayed versions of) the reconstructed sequence \( \mathbf{d} \) and the reconstructed sequence which would be obtained in the absence of quantization effects.

Furthermore, if \( \mathbf{E}(z) \) and \( \mathbf{R}(z) \) are chosen to correspond to a perfect reconstruction FB, see (8), then (29) yields

\[
e_f(z) = z^{-\delta} (\mathbf{d} - \mathbf{d}) = z^{-\delta} e_d. \quad (30)
\]

Consequently, with (28) and \( \mathbf{R}(z) \mathbf{E}(z) = \mathbf{I}_L \), the MHSBQ minimizes the energy of \( e_d(z) \) via a moving horizon approach. As already mentioned in Sections III-B and IV-A, the moving horizon strategy serves as a practical approximation to infinite-horizon optimal designs. Lemma 1 gives an indication of the quality of the approximation.\footnote{Note that by adapting recent developments in the general VQ framework, see, e.g., \cite{39}, \cite{40}, optimization algorithms may be conceived, which have an average-case complexity which is lower than explicit exhaustive search.}

Certainly, other design choices for \( \mathbf{W}(z) \) and \( \mathbf{H}(z) \) are possible. For example, one can incorporate psycho-acoustical aspects into the subband quantizer, by choosing \( \mathbf{W}(z) \) accordingly. Also, in Section V, we will outline an alternative design procedure for \( \mathbf{W}(z) \) and \( \mathbf{H}(z) \), which will relate the proposed approach to linear feedback quantization principles and show that \( \Sigma \Delta \) and signal predictive subband quantizers are special cases of the MHSBQ.

### C. Final State Weighting Matrix \( \mathbf{P} \)

A very significant, but largely unsolved, issue which arises when including a quantizer in a feedback loop is that of stability. Poor stability properties manifest themselves in the appearance of nonlinear phenomena such as limit cycles (in particular, idle tones) and chaotic trajectories, see also \cite{14}, \cite{31}, \cite{42}, and \cite{43}. In particular, even with zero input, architectures such as (undithered) scalar and subband \( \Sigma \Delta \)-converters and also the MHSBQ introduced in Section III, may produce nonzero outputs (idle tones) that do not decay over time. In general, it cannot be guaranteed that quantization-induced errors will decay.

We will next show how the final state weighting term in the cost function (18) can be used to suppress idle tones in the MHSBQ for any horizon \( N \), prefilter \( \mathbf{H}(z) \) and stable weighting filter \( \mathbf{W}(z) \). The following result generalizes \cite[Theorem 2]{16} to the MIMO case.

**Theorem 1:** Suppose that the sequence \( a \) is such that, for a finite value \( k \in \mathbb{N}_0 \), we have

\[
a(\ell) \in \mathbb{U}, \quad \forall \ell \geq k. \quad (31)
\]

Then, if \( \mathbf{P} \) is chosen to satisfy the Lyapunov Equation (23), we have

\[
\lim_{\ell \rightarrow \infty} e_f(\ell) = 0.
\]

**Proof:** The proof is included in the Appendix. \( \blacksquare \)

While Theorem 1 is applicable to a very restricted class of input signals, it does guarantee that idle tones will not occur, provided \( 0 \in \mathbb{U}_i, \forall i \in \{1, 2, \ldots, K\} \). It should be emphasized that, case studies, such as those included in Section VI, indicate that setting \( \mathbf{P} \) equal to the stabilizing choice given in (23) tends to avoid limit cycles even for more general input signals.

**Remark 3 (Relationship to Other Stability Results):** If \( K = L = 1 \), then the MHSBQ scheme is conceptually equivalent to the multistep optimal A/D converter presented in \cite{16}. If, in this scalar case, the optimization horizon is chosen as \( N = 1 \), then it was shown in \cite{16} that \( \Sigma \Delta \)-converter architectures are obtained. Thus, \( \Sigma \Delta \)-converters are contained within our framework as a very particular and simple special case. Consequently, it is worth putting our result into perspective with respect to existing results on the stability of \( \Sigma \Delta \)-converters.\footnote{It is worth mentioning here that in \cite{8} a linear quantization model is used to find feedback filters in linear feedback subband quantizers such that the variance of \( e_f \) is minimized. In contrast to \cite{8}, the design choice (28) is immediate and does not rest upon a linear quantization model. Furthermore, in Section V we will show that the MHSBQ generalizes and, in general, outperforms the linear feedback quantizers in \cite{8}.

Theorem 1 concerns all MHSBQs, such that \( \mathbf{W}(z) \) is stable, \( \mathbf{P} \) solves (23) and the input signal and \( \mathbf{H}(z) \) are such that (31) is satisfied, in which case we have \( \lim_{\ell \rightarrow \infty} x(\ell) = 0 \). (Note that, in this case, it directly follows that the state sequence \( x \) is bounded, since the MHSBQ corresponds to a stable system driven by bounded input signals, see Fig. 6.) Thus, the result does not apply to designs where \( \mathbf{W}(z) \) has integrators in one (or \footnote{In Section V-B, we show that for \( N = 1 \) the MHSBQ is equivalent to the linear feedback subband quantization architectures presented in \cite{8}.}}
more) of the scalar subchannels.\textsuperscript{11} It should also be noted that the condition (31) is rather restrictive and seems to be useful only for idle tone suppression.

Most existing analytical stability results available in the scalar \(\Sigma\Delta\)-converter literature, see, e.g., [20]–[23], only concern specific designs of the feedback filter, typically those with integrators. The stability notion employed in [20]–[23] amounts to boundedness of state and converter output trajectories for bounded inputs. This is useful for establishing the behavior of the reconstruction MSE as a function of oversampling ratio, but does not address the issue of idle tones. In summary, Theorem 1, complements existing results. The class of systems considered is broader and the stability notion is different. \(\triangle\)

V. RELATIONSHIP TO LINEAR FEEDBACK SUBBAND QUANTIZERS

As stated in Section III-A, the frequency weighting filter \(W(z)\) is of dimension \(n_e \times K\). In Section IV-B we proposed to choose \(W(z)\) via (28), in which case \(n_e = L\). In the present section, we will focus on designs where \(n_e = K\) and show that MHSBQs generalize the linear feedback subband quantizers in [8].

A. Closed Form Solution

The subband quantizer proposed in Section III requires that one solve the nonconvex finite-set-constrained optimization problem (22) at every time step (of \(d\)). In the particular case of a square filter \(W(z)\) of dimension \(K \times K\), i.e., of choosing \(n_e = K\), see Section III-A, we can extend the results in [16], to the vector-valued case, in order to interpret the MHSBQ in terms of a VQ immersed in a feedback loop. For that purpose, it is convenient to define the matrices\textsuperscript{12}

\[
\Gamma = \begin{bmatrix}
C \\
CA \\
\vdots \\
CA^{N-1}
\end{bmatrix}, \quad \Phi = \begin{bmatrix}
W_0 & 0 & \cdots & 0 \\
W_1 & W_0 & \cdots & \vdots \\
\vdots & \vdots & \ddots & \vdots \\
W_{N-1} & \cdots & \cdots & W_1 & W_0
\end{bmatrix}, \quad M = \begin{bmatrix}
A^{N-1}B & A^{N-2}B & \cdots & AB & B
\end{bmatrix}.
\]

(32)

In the above definition

\[
W_0 \triangleq D, \quad W_i \triangleq CA^{i-1}B, \quad i \in \{1,2,\ldots,N-1\},
\]

see (16). Thus, the columns of \(\Phi\) are truncated versions of the impulse response corresponding to \(W(z)\).

Furthermore, we introduce the \(NK \times K\) filters

\[
\Upsilon(z) = \psi^{-T} \left( \Phi^T \Gamma + M^T P A^N \right) (zI_n - A)^{-1}B, \quad \Omega(z) = \psi [I_K zI_K \cdots z^{N-1}I_K]^T + \Upsilon(z)
\]

\[
\psi \in \mathbb{R}^{NK \times NK} \quad \text{is obtained from the factorization}
\]

\[
\psi^T \psi = \Phi^T \Phi + M^T P M.
\]

(34)

With this, we obtain the following result.

Lemma 2: Suppose that \(U = \{s_1, s_2, \ldots, s_r\}\), where\textsuperscript{13}

\[
r = |U| = 1
\]

and \(W(z)\) has realization (16), with \(D \in \mathbb{R}^{K \times K}\), then the output of the MHSBQ at any time instant \(k\) is given by

\[
u(k) = [I_K \quad 0_K \cdots \quad 0_K] \psi^{-1} q_{\cap N}^{-1}(c(k))
\]

where the signal \(c\) satisfies

\[
c = \Omega(z)H(z)d - \Upsilon(z)u
\]

(36)

and \(q_{\cap N}^{-1}(\cdot)\) is a Euclidean VQ (see Definition 1) with image being given by the set

\[
\hat{U} \triangleq \{\hat{s}_1, \hat{s}_2, \ldots, \hat{s}_r\}
\]

(37)

which is obtained, term-wise, from \(U\) via

\[
\hat{s}_j = \psi s_j, \quad s_j \in U, \quad j \in \{1,2,\ldots,r\}.
\]

Proof: The proof of Lemma 2 follows closely that of Theorem 1 in [16] and is omitted here for the sake of brevity. \(\square\)

The above result leads directly to the closed loop implementation of the MHSBQ depicted in Fig. 7. It should be emphasized that, if \(W(z)\) is not square, then Fig. 7 does not apply.

B. Relationship to Linear Feedback Quantization

The developments in the previous section set the stage for showing that subband linear feedback quantization methods, as introduced in [8], are contained in the class of MHSBQs studied in this paper.

To establish this relationship more formally, consider the special (and simple) case of horizon \(N = 1\), and a square frequency weighting filter \(W(z)\) with \(n_e = K\) and where \(D = I_K\), see (16). In this case, the matrices defined in (32) reduce to \(\Gamma = C, \Phi = I_K, \text{ and } M = B\). Thus, the filters \(\Upsilon(z)\) and \(\Omega(z)\) in (33) are of dimension \(K \times K\) and are given by

\[
\Upsilon(z) = \psi^{-T} \left( C + B^T P A \right) (zI_n - A)^{-1}B
\]

\[
\Omega(z) = \psi + \Upsilon(z)
\]

(38)
where \( \Psi \in \mathbb{R}^{K \times K} \) is obtained from the factorization \( \Psi^T \Psi = I_K + B^T P B \). As a consequence, the dynamics of the MHSBQ in Fig. 7 are governed by

\[
u(k) = \Psi^{-1} q_C(c(k))
\]

where

\[
\begin{align*}
\hat{W}(z) &= \Psi^T (\hat{W}(z) H(z) d - (\hat{W}(z) - I_K) \nu), \\
\hat{W}(z) &= \Psi^T \Psi + (C + B^T P A)(z I_n - A)^{-1} B.
\end{align*}
\] (39)

If we furthermore use no terminal state weighting, i.e., \( P = 0_n \), then \( \Psi = I_K \), \( \hat{U} = U \), and \( \hat{W}(z) = W(z) \) so that the dynamics of the MHSBQ are described by

\[
u(k) = q_C(c(k))
\]

with

\[
c = W(z) H(z) d - (W(z) - I_K) \nu.
\]

On the other hand, the noise-shaping quantizer of Fig. 3 is characterized via

\[
u(k) = q_U(b(k))
\]

where

\[
b = G^{-1}(z) v - (G^{-1}(z) - I_K) \nu.
\]

Thus, the two schemes are algebraically equivalent, if we set

\[
\begin{align*}
W(z) &= G^{-1}(z) \quad \text{and} \quad H(z) = E(z).
\end{align*}
\] (40)

With respect to the signal predictive quantizer of Fig. 4, direct algebraic manipulation yields that equivalence is obtained if we set

\[
\begin{align*}
W(z) &= G^{-1}(z) \quad \text{and} \quad H(z) = G(z) E(z).
\end{align*}
\]

We can therefore conclude that the subband MHSBQ is a generalization of both the noise-shaping quantizer, and the signal predictive quantizer proposed in [8]. In particular, the MHSBQ extends the linear feedback subband quantizers in [8] in two ways.

1) It allows for multistep optimality by choosing \( N > 1 \).

2) Stability concepts can be directly included into the design via the final state weighting matrix \( P \).

As documented in the sequel, these two aspects can be used to give enhanced performance of the MHSBQ, when compared to [8].

Remark 4 (Resultant Design Procedure): It is interesting to note that the relationships established above suggest a design procedure for the filters \( W(z) \) and \( H(z) \) which can be used in MHSBQs with any horizon \( N \geq 1 \) and any final state weighting matrix \( P \). Indeed, given a design for \( G(z) \) obtained, for example, via the technique in [8], the filters \( W(z) \) and \( H(z) \) can be synthesized according to (40). We note, however, that, whilst this is certainly possible, the MHSBQs so obtained will, in general, give worse performance than those which are based on filters \( W(z) \) and \( H(z) \) designed via (28). This will be illustrated in a simple example in Section V.C.

Remark 5 (Stable Linear Feedback Subband Quantization): If \( 0 \in U, \forall i \in \{1, 2, \ldots, K\} \), and if \( P \) in (39) is chosen to satisfy (23), then Theorem 1 states that the resultant MHSBQ with horizon \( N = 1 \) will have no idle tones. This subband quantization architecture can be regarded as a stabilized linear feedback quantizer. Note that for \( N = 1 \) the cardinality of the image set of the VQ underlying the MHSBQ, namely \( q_C^*(\cdot) \), is equal to the sum of the cardinalities of the image sets of the \( K \) scalar quantizers used in the linear feedback quantizers in [8], i.e., of \( q_{U,i}(\cdot) \), \( i \in \{1, 2, \ldots, K\} \). Thus, idle tone suppression can be guaranteed at the expense of only a small increase in on-line computational effort/circuit complexity.

C. Example: Two-Channel Haar FB

As a simple example, adopted from [8], consider a two-channel oversampled FB with \( L = 1 \), corresponding to an oversampling factor of \( r = 2 \), see (4). The analysis FB is formed by the Haar filters

\[
E_1(z) = \frac{1}{\sqrt{2}}(1 + z^{-1}), \quad E_2(z) = \frac{1}{\sqrt{2}}(1 - z^{-1})
\]

and the synthesis FB (corresponding to the para-pseudoinverse of the analysis FB) is characterized by

\[
R_1(z) = \frac{1}{2\sqrt{2}}(1 + z), \quad R_2(z) = \frac{1}{2\sqrt{2}}(1 - z).
\]

This choice corresponds to the polyphase description

\[
E(z) = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 + z^{-1} \\ 1 - z^{-1} \end{bmatrix}, \quad R(z) = \frac{1}{2\sqrt{2}} \begin{bmatrix} 1 + z & 1 - z \end{bmatrix}
\]

and, thus, satisfies the perfect reconstruction condition (8).

We consider four situations: First, we design the MHSBQ following (28), with \( \delta = 1 \)

\[
\begin{align*}
H(z) &= \frac{1}{\sqrt{2}} \begin{bmatrix} 1 + z^{-1} \\ 1 - z^{-1} \end{bmatrix} \\
W(z) &= \frac{1}{2\sqrt{2}} \begin{bmatrix} 1 + z^{-1} & -1 + z^{-1} \end{bmatrix}.
\end{align*}
\] (41)

A state-space description of the filter \( W(z) \) in (41) is given by (16) where \( n = 1 \) and

\[
A = 0_1, \quad B = \frac{1}{2\sqrt{2}} \begin{bmatrix} 1 & 1 \end{bmatrix} \\
C = I_1, \quad D = \frac{1}{2\sqrt{2}} \begin{bmatrix} 1 & -1 \end{bmatrix}.
\]

We set \( P \) as in Theorem 1, i.e., as the solution to (23), which here simply gives \( P = I_1 \). We also analyze the case of no final state weighting, i.e., \( P = 0_1 \).

In a second setup, we utilize the noise-shaping filter of [8], namely

\[
G(z) = I_2 - z^{-1} \begin{bmatrix} 0.5 & 0.5 \\ -0.5 & -0.5 \end{bmatrix}
\]
In par-
outperform the noise-shaping subband quan-
tizer and \(N\) is increased beyond 1 as in (42) and (43),
and which satisfies the linear constraint sets according to (23),
which, in this situation \(N = 1\), \(P = 0\), and \(W(z)\) and \(H(z)\) as in (42).
A state-space realization of \(W(z)\) in (42) is (16) with \(n = 1\) and
\[
A = 0_1, \quad B = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 \\ 1 \end{bmatrix}, \quad C = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 \\ -1 \end{bmatrix}, \quad D = 0_2,
\]
Again, we analyze two cases, namely no final state weighting,
i.e., \(P = 0\), and \(P\) chosen according to (23), which, in this situation,
gives \(P = I_1\). It is worth noting that the noise-shaping quantizer (of [8])
is equivalent to the MHSBQ with design parameters \(N = 1, P = 0\),
and \(W(z)\) and \(H(z)\) as in (42).
To compare the relative merits of these design choices, we fix
the constraint sets according to \(U_1 = U_2 = \{-1, 0, 1\}\), and use,
as input signal \(y\), \(T_f = 1000\) samples of an i.i.d. real-valued Gaussian process
having zero-mean and unit variance. Fig. 8 shows the values of the reconstruction error variance, defined as
\[
S^2 \triangleq \frac{1}{T_f} \sum_{\ell=0}^{T_f-1} \{y(\ell) - \hat{y}(\ell)\}^2.
\] (43)
As can be seen from Fig. 8, performance improves in all four cases
as the horizon \(N\) is increased beyond \(N = 1\). In particular, all MHSBQs with \(P\) chosen as in Theorem 1 and for horizon \(N \geq 2\), outperform the noise-shaping subband quantizer proposed in [8].
Given that by setting the weighting filter \(W(z)\) as in (41) the MHSBQ aims at minimizing the reconstruction error \(e_d\), see (30), we observe in Fig. 8 that choosing \(W(z)\) as in (41) and \(P\) to solve (23) gives the best results.

We average over 100 realizations of the input sequence.
Here and in the sequel, \(N = 0\) denotes direct quantization as in (11).

The benefits of choosing \(P\) as in Theorem 1 are apparent
when \(W(z)\) is chosen as in (41) and for horizon \(N = 1\).
Interestingly, in this specific example, with \(W(z)\) as in (42) and \(N \in \{1, 2\}\), choosing \(P = 0\) gives better performance than
using the value of \(P\) which solves (23).

VI. DESIGN STUDY: COSINE-MODULATED FBs (CMFBs)

CMFBs [44]–[47] have received significant attention as they
can be designed with relative ease (all subband filters correspond
to modulated versions of a single prototype filter) and allow for a computationally efficient implementation (based on
the DCT). In the following, we investigate a six-channel \(K = 6\) even-stacked CMFB [47] with oversampling factor \(3\) (i.e., \(L = 2\)).
We utilize an FIR prototype filter of the form
\[
H^p(z) = \sum_{m=0}^{L_h-1} h^p(m) z^{-m}
\] (44)
where \(L_h\) is even \((L_h = 102)\), and which satisfies the linear phase property, i.e.
\[
h^p(m) = h^p(L_h - 1 - m), \quad \forall m \in \{0, 1, \ldots, L_h - 1\}.
\] (45)
We design the prototype filter \(H^p(z)\) by applying the orthogonalization method proposed in [49] to an initial low-pass filter (designed with bandwidth \(1/K\)).
Fig. 9 shows the initial filter and the resulting orthogonal filter.
As can be seen, the orthogonalized prototype filter \(H^p(z)\) exhibits
time- and frequency-characteristics that are similar to those of the original (nonorthogonal) filter. It is worth noting that the impulse response of \(H^p(z)\) is negligible for \(m \leq 0 \) and for \(m \geq 100\).
The resulting analysis FB is paraunitary, see [47] and [49].
We can, therefore, synthesize a perfect reconstruction

![Fig. 8. Reconstruction error variance provided by the Haar FB with MHSBQ using the filters given in (41) (solid and dotted lines) and in (42) (dashed and dash-dotted lines). The noise-shaping quantizer of [8] corresponds to the MHSBQ designed according to (42) with \(N = 1\) and \(P = 0\).](image)

![Fig. 9. Result of the orthogonalization procedure in [49]: Upper plots show impulse response (LHS) and magnitude of transfer function (RHS) of initial filter; lower plots show corresponding orthogonal filter leading to a paraunitary even-stacked CMFB.](image)
FB, see Section II-C, by choosing the synthesis FB to be an even-stacked CMFB with prototype filter
\[ F^p(z) = \sum_{m=-L+1}^{0} f^p(m)z^{-m} \]
where
\[ f^p(m) = h^p(-m). \] (46)

Simulations were carried out with binary sets \( U_i = \{-1, 1\} \), \( \forall i \in \{1, 2, \ldots, 6\} \), and the input \( y \) was chosen as \( T_f = 1000 \) samples of an i.i.d. real valued Gaussian random process having zero-mean and variance 4.

The following design choices were considered: \( H(z) = E(z) \) and \( W(z) = z^{-51}R(z) \), see (28); and \( H(z) = E(z) \) and \( W(z) = G^{-1}(z) \), see (40). Moreover, we investigated horizons \( N \in \{0, 1, 2, 3\} \), final state weighting as in (23) as well as no final state weighting, i.e., \( P = 0_n \), where \( n \) is the order of the filters \( W(z) \) used in each case. Again, we point out that, as shown in Section V-B, the noise shaping structure investigated in [8] corresponds to the MHSBQ with design parameters \( N = 1, P = 0_n \), and \( W(z) = G^{-1}(z) \).

Figs. 10 and 11 contain the sample reconstruction error variances obtained, see (43). It can be seen that the benefit of choosing \( W(z) = z^{-51}R(z) \) and employing final state weighting according to (23) is remarkable. With these design parameters, larger horizons give better performance and also with a modest value of \( N \), say \( N = 2 \), we obtain excellent results when compared to the designs where \( P = 0_n \). These observations are representative of many experiments that we have performed.

It is interesting to note that, as can be seen in Fig. 11, in the example at hand, all designs where \( P = 0_n \) give worse performance than direct quantization following (11) (which is here denoted as \( N = 0 \)). We can therefore conclude that final state weighting is crucial to achieve good performance. Finally, comparing the case \( N = 2 \) and \( P = 0_n \), we cannot guarantee absence of idle tones.

VII. CONCLUSION

We proposed a novel method for quantizing filter bank frame expansions. Our strategy minimizes a filtered distortion sequence in a moving horizon fashion. The structure described in this paper includes the linear feedback subband quantizers proposed in [8] as special cases. More precisely, while linear feedback quantizers are only one-step optimal, the quantizer proposed in this paper is multistep optimal. The new approach leads to enhanced performance, compared to the methods described in [8], and offers the possibility of guaranteeing the absence of idle tones. Open problems include characterizing the MSE of the MHSBQ as a function of the oversampling factor, further establishing the relationship to [20]–[24], and extending the MHSBQ to general frame expansions.

APPENDIX

PROOF OF THEOREM 1

The proof uses the sequence of optimal costs defined as \( V^*_N(k) \triangleq V_N(\mathbf{u}^*(k); x(k)), k \in \mathbb{Z} \), with \( \mathbf{u}^*(k) \) and \( x(k) \) defined in (17) and (22), respectively.

Suppose that, at time \( k \), an optimal sequence

\[ \mathbf{u}^*(k) = \begin{bmatrix} u^*(k) \\ u_{k+1} \\ \vdots \\ u_{k+N-1} \end{bmatrix} \] (47)
has been found. Thus, at sample $k+1$, it follows from (27) that $x(k+1) = Ax(k) + B(a(k) - u^*(k))$ with $u^*(k)$ given by (26). Next, consider the related sequence

$$u^* = \begin{bmatrix} u_{k+1} \\ u_{k+2} \\ \vdots \\ u_{k+N-1} \\ a(k+N) \end{bmatrix} \in U^N. \quad (48)$$

Direct calculation then yields

$$V_N(u^*; x(k+1)) = V_N^*(k) + ||Ax(k+N)||_F^2$$
$$| ||x(k+N)||_F^2 + ||e_f(k+N)||_F^2 - ||e_f(k)||^2$$
$$= V_N^*(k) + ||Ax(k+N)||_F^2 - ||x(k+N)||_F^2$$
$$+ ||Cx(k+N)||_F^2 - ||e_f(k)||^2 

where we have used (17). Since $V_N^*(k+1)$ corresponds to the optimal choice $d(k+1)$, we have that $V_N^*(k+1) \leq V_N(u^*; x(k+1))$. Hence, using (23), we obtain

$$V_N^*(k+1) \leq V_N^*(k) + ||Ax(k+N)||_F^2$$
$$- ||x(k+N)||_F^2 - ||Cx(k+N)||_F^2$$
$$- ||e_f(k)||^2 

$$= V_N^*(k) - ||e_f(k)||^2 \leq V_N^*_f(k) \quad (49)$$

i.e., the sequence $V_N^*(k)$ is nonincreasing. Since $V_N^*(k) \geq 0$, $\forall k \in Z$, it follows that the sequence $V_N^*(k)$ is convergent, thus, $\lim_{k \to \infty} V_N^*(k)$ exists.

As a consequence of (49), we also have

$$V_N^*(k+1) - V_N^*(k) \leq -||e_f(k)||^2 \leq 0. \quad (50)$$

Since $V_N^*(k)$ is convergent, it holds that

$$\lim_{k \to \infty} (V_N^*(k+1) - V_N^*_f(k)) = 0$$

so that, by using (50), we obtain $\lim_{k \to \infty} ||e_f(k)||^2 = 0$ and, thus, $\lim_{k \to \infty} e_f(k) = 0. \quad \square$

REFERENCES


Daniel E. Quevedo (M’05) received the Ingeniero Civil Electrónico and Magister en Ingeniería Electrónica degrees from the Universidad Técnica Federico Santa María, Valparaíso, Chile, in 2000. He received the Ph.D. degree from The University of Newcastle, Australia, in 2005.

He is an Australian Research Fellow at the University of Newcastle. He has lectured at the Universidad Técnica Federico Santa María and The University of Newcastle. He also has working experience with the VEW Energie AG, Dortmund, Germany, and with the Cerro Tololo Inter-American Observatory, La Serena, Chile. His research interests cover several areas of automatic control, signal processing, and communications.

Dr. Quevedo was supported by a full scholarship from the alumni association during his time with the Universidad Técnica Federico Santa María and received several university-wide prizes upon graduating. He received the IEEE Conference on Decision and Control Best Student Paper Award in 2003 and was also a finalist in 2002.

Helmut Bölcskei (F’09) was born in Mödling, Austria, on May 29, 1970. He received the Dipl.-Ing. and Dr. techn. degrees in electrical engineering from Vienna University of Technology, Vienna, Austria, in 1994 and 1997, respectively.

In 1998, he was with Vienna University of Technology. From 1999 to 2001 he was a Postdoctoral Researcher in the Information Systems Laboratory, Department of Electrical Engineering, Stanford University, Stanford, CA. He was on the founding team of Iospan Wireless Inc., a Silicon Valley-based startup company (acquired by Intel Corporation in 2002) specialized in multiple-input multiple-output (MIMO) wireless systems for high-speed Internet access. From 2001 to 2002, he was an Assistant Professor of Electrical Engineering with the University of Illinois at Urbana-Champaign. He has been with ETH Zurich, Switzerland, since 2002, where he is a Professor of Communication Theory. He was a visiting researcher with Philips Research Laboratories Eindhoven, the Netherlands, ENST Paris, France, and the Heinrich Hertz Institute Berlin, Germany. His research interests include information theory, signal processing, and harmonic analysis.

Dr. Bölcskei received the 2001 IEEE Signal Processing Society Young Author Best Paper Award, the 2006 IEEE Communications Society Leonard G. Abraham Best Paper Award, the ETH “Golden Owl” Teaching Award, and was an Erwin Schrödinger Fellow (1999–2001) of the Austrian National Science Foundation (FWF). He was a plenary speaker at several IEEE conferences and served as an Associate Editor of the IEEE TRANSACTIONS ON SIGNAL PROCESSING, the IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, and the EURASIP Journal on Applied Signal Processing. He is currently on the editorial board of Foundations and Trends in Networking, serves as an Associate Editor for the IEEE TRANSACTIONS ON INFORMATION THEORY and is TPC co-chair of the 2008 IEEE International Symposium on Information Theory.

Graham C. Goodwin (F’86) received the B.Sc. (physics), B.E. (electrical engineering), and the Ph.D. degree from the University of New South Wales.

He is currently Professor of Electrical Engineering at the University of Newcastle, Australia, and holds Honorary Doctorates from Lund Institute of Technology, Sweden, and the Technion, Israel. He is the coauthor of eight books, four edited volumes, and many technical papers.

Dr. Goodwin is the recipient of the Control Systems Society 1999 Hendrik Bode Lecture Prize, a Best Paper award from the IEEE TRANSACTIONS ON AUTOMATIC CONTROL, a Best Paper award by the Asian Journal of Control, and two Best Engineering Text Book awards from the International Federation of Automatic Control. He is an Honorary Fellow of the Institute of Engineers, Australia; a Fellow of the Australian Academy of Science; a Fellow of the Australian Academy of Technology, Science and Engineering; a Member of the International Statistical Institute; a Fellow of the Royal Society, London, and a Foreign Member of the Royal Swedish Academy of Sciences.