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Abstract—While regulations around an equilibrium point or a reference trajectory have been the focus of recent feedback control theories, generation of autonomous oscillations with a specific pattern plays a crucial role in important control applications such as robotics. The central pattern generator (CPG) is the fundamental neuronal mechanism underlying rhythmic movements of animals, and may provide a new paradigm for controlled oscillations of engineering systems. This paper gives a novel method for synthesizing artificial CPG circuits by utilizing the properties of circulant matrices. We show how neuron models can be interconnected to yield a periodic orbit with prescribed frequency, amplitudes, and phases. Using the synthetic CPG in a feedback loop, we propose a control design method for a class of nonlinear rectifier systems to achieve the optimal state pattern with respect to a certain measure of efficiency, subject to small ripples in the rectified variable. The effectiveness of the proposed method is illustrated by an application to the gait control of an undulatory snakelike system.

Index Terms—Animal locomotion, central pattern generator (CPG), neuronal control, nonlinear oscillator.

I. INTRODUCTION

ANIMAL LOCOMOTIONS such as walking, swimming, flying, and crawling are realized by coordinated body oscillations interacting with the surrounding environment. For example, the undulatory body motion of a snake is transformed into its forward velocity through frictional contacts with the ground. Rhythmic body movements in animal locomotion are known to be controlled by certain neuronal elements called the central pattern generator (CPG). Neuroscientists have modeled the CPGs as nonlinear oscillators for various vertebrates and invertebrates, including crione, leech, lamprey, and crayfish [1]–[5]. Such models are developed so that the oscillations of cell membrane potentials observed in an isolated nerve cord are accurately reproduced as a stable limit cycle. A current focus of this line of research is on how the sensory feedback to the CPG modifies oscillation properties [6]–[8].

The biological control mechanism has motivated the use of CPG circuits as the basic architectures of nonlinear control laws to achieve coordinated oscillations of engineered systems [9]–[12]. Such systems are typically realized by feedback connections of nonlinear oscillators and mechanical dynamics. A fundamental problem in locomotion control is to regulate some of the closed-loop states (e.g., global velocity) to a set point through autonomous, coordinated oscillations of other states (e.g., relative angles of body parts). This is in contrast with the traditional control problems where regulation or tracking is essentially achieved via stabilization around an equilibrium. In view of robustness and autonomy of biological control mechanisms, CPGs may provide a new paradigm for nonlinear feedback control theories to complement the existing approaches [13], [14] that achieve coordinated oscillations. However, the designs of CPG-based controllers so far have relied largely on heuristic tuning of parameters, guided by some biological principles. At the moment, there is no systematic method for designing a feedback controller within the CPG framework to achieve a prescribed oscillation pattern for the closed-loop states.

In the first part of the paper, we consider the problem of designing CPGs to achieve desired oscillation patterns without sensory feedback. A typical behavior of a CPG consisting of $m$ neurons may be represented by phase-locked oscillations of the membrane potentials $z_i(t)$ ($i = 1, \ldots, m$) with similar wave forms. Hence, the oscillation pattern of CPGs is essentially characterized by $z_i(t) = a_i Q(\omega t + \phi_i)$ in terms of the frequency $\omega$, amplitudes $a_i$, phases $\phi_i$, and wave form $Q$ that is a $2\pi$-periodic function with unit amplitude, i.e., $\max |Q(t)| = 1$. Our main result will show how an oscillator of a generalized CPG structure can be designed so that every nontrivial trajectory converges to a periodic orbit specified by $\omega$, $a_i$, and $\phi_i$. The wave form $Q$ is unspecified $a priori$ in the design, but is shown to approach a sinusoid as the number of scalar nonlinearities in the oscillator becomes large. The key idea behind our development is the circulant structure of neuronal interconnections, leading to a uniform phase spacing. By projecting the states onto an appropriate subspace, any desired phases can be achieved exactly, provided $\phi_i/(2\pi)$ are rational.

There are results in the literature that address oscillator analysis/design problems [15]–[19]. We note, in particular, that partial contraction analysis was used in [18] to prove global exponential convergence to a desired phase-locked state. However, the class of CPG models considered in these references are different from ours. Specifically, the previous results showed how a given set of oscillators should be coupled to achieve desired phase relations among the oscillators. On the other hand, our result shows how a given set of nonoscillatory subsystems (nonspiking neuron models) can be interconnected to achieve periodic
motions with desired phase relations among the subsystems. The circulant oscillators proposed in this paper may be used as a basic unit in further study of coupled oscillators. Finally, it is worth noting that the circulant interconnection architecture has recently been exploited in the context of cooperative control of multiagent systems [20].

In the second part of this paper, we discuss an application of the circulant CPGs to the control of dynamical rectifier systems. We call a system a dynamical rectifier if certain coordinated oscillations of the inputs result in biased outputs. Such rectifier systems represent essential dynamics associated with animal locomotion where rhythmic body movements are rectified to generate forward velocity. We consider a modified version of Brockett’s cyclic systems [14], where the bilinear mechanism \( w := z^T \Lambda z \) captures the effect of rectification. If the matrix \( \Lambda \) is not symmetric, then periodic variation of \( z(t) \) renders the average value of \( w(t) \) over a cycle nonzero. Thus, oscillations of \( z(t) \) are rectified to yield nonzero bias in \( w(t) \). We propose a method for designing feedback controllers to generate stable limit cycles in the states \( z(t) \) that lead to a desired value of the rectified signal \( w(t) \) on average. The idea is to choose the feedback law so that the closed-loop system becomes a circulant oscillator. We also show how the “ripples” in \( w(t) \) [i.e., periodic fluctuation of \( w(t) \) from its average value] can be made arbitrarily small by making \( z(t) \) oscillate in a quasi-sinusoidal manner with a specific phase property determined from \( \Lambda \).

**Notation:** The set of real circulant matrices is defined by

\[
\mathbb{O} := \{ O(x) \in \mathbb{R}^{n \times n} \mid x \in \mathbb{R}^n \} = \begin{bmatrix} x_n & x_1 & \cdots & x_{n-1} \\ x_{n-1} & x_n & & \\ \vdots & \ddots & \ddots & \vdots \\ x_1 & \cdots & x_{n-1} & x_n \end{bmatrix}
\]

The matrix \( J := O(1, 0, \ldots, 0) \) is called the basic circulant permutation matrix. Some properties of circulant matrices can be found for example in [21]–[23]. Let the set of integers be denoted by \( \mathbb{Z} \), the set of positive integers up to \( n \) by \( \mathbb{Z}_n^+ \), and define its subset \( \mathbb{Z}_n^- \) by

\[ k \in \mathbb{Z}_n^- \iff k \in \{1, 2, \ldots, n-1\}, \quad k \neq \frac{n}{2}. \]

Note that \( \mathbb{Z}_n^- \) is nonempty if and only if \( n \geq 3 \). For a matrix \( M \), its transpose, Moore–Penrose inverse, and complex conjugate are denoted by \( M^T \), \( M^* \), and \( \bar{M} \), respectively, and let \( M^\dagger := M^T \bar{M} \). The real and imaginary parts are denoted by \( \Re(\cdot) \) and \( \Im(\cdot) \), respectively. For a family of functions \( x(t) \) parametrized by \( \epsilon \), we write \( x(t) = O(\epsilon) \) to mean that there exists \( c \in \mathbb{R} \), independent of \( \epsilon \), such that \( |x(t)| \leq c \epsilon \) holds for all \( t \).

II. CPG DESIGN FRAMEWORK

A. Problem Formulation

The neuronal CPG underlying rhythmic animal movements may be modeled, in its simplest form, by

\[ x + \tau \dot{x} = M \varphi(x) \]  

where \( x(t) \in \mathbb{R}^n \), \( M \in \mathbb{R}^{n \times n} \), \( \varphi : \mathbb{R}^n \rightarrow \mathbb{R}^n \) is a nonlinear function, and \( \tau \in \mathbb{R} \) is a positive scalar. The structure in (1) arises from interconnections of \( n \) neurons modeled by a first-order low-pass filter and a static nonlinearity. The former captures the time lag associated with the synaptic interaction and the cell membrane dynamics, while the latter captures the threshold and saturation effects. The matrix \( M \) specifies how the \( n \) neuron models are interconnected, and will be referred to as the connectivity matrix. In engineering applications, we may add more flexibility in oscillators to enrich the signals they can produce, e.g., we may consider a generalized model

\[ z + \tau \dot{z} = M \varphi(Lz) \]  

where \( z(t) \in \mathbb{R}^m \), \( M \in \mathbb{R}^{m \times m} \), \( L \in \mathbb{R}^{n \times m} \), and \( \varphi : \mathbb{R}^n \rightarrow \mathbb{R}^n \). Clearly, (2) reduces exactly to (1) if \( m = n \) and \( L = I \). We shall address the following problem.

**CPG synthesis problem:** Given \( z \in \mathbb{R}, a \in \mathbb{R}^m, \) and \( \phi \in \mathbb{R}^m \), find the parameters \( \tau, M, L \), and nonlinearity \( \varphi \), such that every nontrivial trajectory of the system (2) converges to a limit cycle given by

\[ z_i(t) = a_i Q(z \tau t + \phi), \quad i \in \mathbb{Z}_m \]

for some 2\( \pi \)-periodic signal \( Q(t) \in \mathbb{R} \) with unit amplitude, i.e.,

\[ \max |Q(t)| = 1. \]

In the problem statement, \( m \) is a given integer, while \( n \) is a design parameter to be found. For technical reasons, we make the following assumption on the desired phases.

**Assumption 1:**

1) \( \phi_i/(2\pi) \) with \( i \in \mathbb{Z}_m \) are distinct rational numbers.

2) There exist \( i, j \in \mathbb{Z}_m \) such that \( \phi_i - \phi_j \neq \ell \pi \) for any integer \( \ell \).

**Remark 2.1:** This assumption imposes essentially no restrictions on the phases to be achieved because any desired phases can be approximated by those satisfying the assumption with an arbitrary accuracy. Note that \( |\phi_i| \) can be greater than 2\( \pi \) and this allows for the phase specification to include synchronization of states \( z_i \) and \( z_j \) by choosing, e.g., \( \phi_i = \phi_j + 2\pi \). Thus, the distinctness assumption on \( \phi_i \) can be imposed without loss of generality, and will turn out to be convenient for our development. For the CPG design, the phase specification will be given in terms of integers \( n, k, \) and \( \eta_i \) as follows

\[ \phi_i = \eta_i \theta_k, \quad \theta_k := \frac{2\pi k}{n}, \quad k \in \mathbb{Z}_n^-, \quad \eta_i \in \mathbb{Z}_m \]

for each \( i \in \mathbb{Z}_m \). If there are synchronization requirements as described earlier, then the parameter \( k \) would be chosen to be equal to the number of states to be synchronized. If there is no such requirement, then \( k \) can be chosen as \( k = 1 \). Note that \( k = n \) and \( k = n/2 \) are excluded by \( k \in \mathbb{Z}_n^- \) to avoid violation of part 2) of Assumption 1. This, in turn, necessitates \( n \geq 3 \) because otherwise \( \mathbb{Z}_n^- \) is empty. For a given set of phases \( \phi_i \), its “realization” \( \left(n, k, \eta_i\right) \) is not unique. For practical purposes, the minimal realization with the smallest \( n \) may be preferred for simplicity since this \( n \) turns out to be the input/output dimension of the nonlinearity \( \varphi \) in (2).
In our development that follows, we show that a solution to the CPG synthesis problem can be given using the following class of nonlinear functions.

**Assumption 2:** The function \( \varphi \) is of the form \( \varphi = \text{diag}(\psi, \ldots, \psi) \) where \( \psi : \mathbb{R} \to \mathbb{R} \) is a locally Lipschitz, differentiable, scalar nonlinearity satisfying the following conditions for all nonzero \( x \in \mathbb{R} : 1) |\psi(x)| \leq 1; 2) \psi(0) = 0; 3) \psi'(x) \geq 0; 4) \psi'(0) = 1; 5) |\psi(x)| \leq |x|; \) and \( 6) \psi'(x) < \psi(x)/x \).

**Remark 2.2:** Part 1) means that the function is bounded, and the upper bound has been normalized to be one. Parts 2)-4) imply that the function is strictly in the first and third quadrants. Parts 5) and 6) imply \( |\psi'(x)| \leq 1 \) for all \( x \neq 0 \). Thus, the slope of \( \psi \) is maximum at \( x = 0 \) with \( \psi'(0) = 1 \). Part 6) is satisfied if \( \psi'(x) \) is monotonically decreasing in \( x \in (0, \infty) \) and monotonically increasing in \( x \in (-\infty, 0) \). If \( \psi'(x) \) exists, then this sufficient condition reduces to \( x|\psi''(x)| < 0 \) for all nonzero \( x \in \mathbb{R} \). A typical example of the function \( \psi(x) \) satisfying Assumption 2 is \( \tanh(x) \).

### B. Outline of the Circulant Approach

In this section, we will outline our approach to the CPG synthesis problem. We first consider the design of uniform phase oscillators (UPOs) where the phases are equally spaced over \( 2\pi k \), i.e., \( \phi_t \) are given by (4) with \( \eta_i := i \) and \( m = n \). For simplicity, we remove the specifications of the frequency and amplitudes and set our initial design goal to achieve the uniform phases only.

The multivariable harmonic balance analysis [24] predicts that a solution to the UPO synthesis problem may be given by an CPG with a circulant connectivity structure. To prove that it is indeed a solution, we will show that the circulant CPG is equivalent, in the steady state, to a planar (two-dimensional) oscillator. Thus, the UPO design problem boils down to the analysis of a basic planar oscillator with an embedded circulant structure. This fact will be the conclusion of this section, and will be the basis for the developments in the sections that follow.

To this end, let us consider the system (1) with \( \tau = 1 \). If \( x_i \) is approximately sinusoidal with frequency \( \omega_o \), amplitude \( \alpha_o \), and uniform phase \( \phi_i := i \theta o \), that is, \( x_i(t) \equiv \alpha_o \sin(\omega_o t + \phi_i) \), then the following harmonic balance equation holds approximately (see [24])

\[
M \chi = \lambda \chi, \quad \chi_i := \alpha_o \cos \phi_i, \quad \lambda := \frac{1 + j \omega_o}{\kappa(\alpha_o)}
\]

where \( \kappa \) is the describing function of \( \psi \). Hence, the connectivity matrix \( M \) to achieve the given oscillation profile can be estimated by solving the aforementioned equation. A real solution is obtained by choosing the eigenvalues at \( \lambda, \lambda \), and zero, as follows:

\[
M = \begin{bmatrix} \chi & \chi \\ \chi & \chi \end{bmatrix} \begin{bmatrix} 0 & \lambda \\ \lambda & 0 \end{bmatrix} \begin{bmatrix} \chi & \chi \end{bmatrix} = R \Omega R^T \tag{5}
\]

where

\[
\begin{bmatrix} s_k & c_k \end{bmatrix}, \quad \Omega := \frac{2}{n h_o} \begin{bmatrix} 1 & -\omega_o \\ \omega_o & 1 \end{bmatrix}, \quad h_o := \kappa(\alpha_o)
\]

\[
c_k := \begin{bmatrix} \cos(\theta_k) & \cos(2\theta_k) & \cdots & \cos(n\theta_k) \end{bmatrix}^T, \quad s_k := \begin{bmatrix} \sin(\theta_k) & \sin(2\theta_k) & \cdots & \sin(n\theta_k) \end{bmatrix}^T.
\tag{6}
\]

Since the harmonic balance method is approximate in nature, the resulting oscillations are not guaranteed to have the desired frequency, amplitude, nor phases. In fact, even the existence of a periodic orbit is not guaranteed at this point. We shall investigate what definitive statements can be made on the system thus constructed, regarding the existence and properties of a periodic orbit. The key idea for this investigation is that the connectivity matrix \( M \) in (5) is a circulant matrix. The proof of the following lemma is given in Appendix.

**Lemma 2.1:** Let \( k, n \in \mathbb{Z} \) and \( \omega_o, h_o \in \mathbb{R} \) be given where \( n \) and \( h_o \) are nonzero, and define \( M \) by (5). Then, \( M \) is a circulant matrix described by

\[
M = \frac{2}{h_o} O(c_k + \omega_o s_k).
\tag{7}
\]

Moreover, if \( k \in \mathbb{Z} \), then \( R \) in (6) satisfies \( R^T R = (n/2) I \), and hence, \( s_k \) and \( c_k \) form an orthogonal basis for the range space of \( M \).

The connectivity matrix \( M \) is circulant, has rank two, and admits a simple factorization with an explicit orthogonal basis for the range space. These special properties will be instrumental to our analysis at various different levels. Of particular importance at this point is the reduced-rank property that allows us to obtain a planar system capturing the steady-state behavior of the CPG (1) exactly. The following result shows that a state transformation exists for the CPG so that \( n = 2 \) state variables converge to zero in the steady state, resulting in a planar system for the remaining two states.

**Lemma 2.2:** Let positive integers \( n, k \in \mathbb{Z} \), real scalars \( \tau, \omega_o, h_o \in \mathbb{R} \), and a Lipschitz function \( \varphi \) be given. Suppose \( k \in \mathbb{Z} \) satisfies (5) and (6). Then, every trajectory \( x \) of (1) is given by \( x = R \xi \) in the steady state for some \( \xi \) satisfying

\[
\xi + \dot{\xi} = \Omega R^T \varphi(R \xi).
\tag{8}
\]

Conversely, for each trajectory \( \xi \) of (8), the signal \( x := R \xi \) satisfies (1).

**Proof:** Let \( N \in \mathbb{R}^{n \times (n-2)} \) be a matrix such that \( N^T R = 0 \) and \( N^T N \geq 0 \), and consider the state transformation \( x \mapsto (\xi, \eta) \) defined by \( \xi := R^T x \in \mathbb{R}^2 \) and \( \eta := N^T x \in \mathbb{R}^{n-2} \). Then, noting that \( x = R \xi + N \eta \), the system (1) can be described by

\[
\xi + \dot{\xi} = \Omega R^T \varphi(R \xi + N \eta), \quad \eta + \dot{\eta} = 0.
\]

Hence, in the steady state, we have \( \eta = 0 \) and \( x = R \xi \), and \( \xi \) satisfies (8).

**Remark 2.3:** The planar system (8) is equivalent, in the steady state, to the original CPG in (1) with \( M \) given in (5). In particular, \( x_i \) is an equilibrium point of (1) if and only if \( \xi_i \) is an equilibrium point of (8) and \( x_i = R \xi_i \) holds. Moreover, the CPG (1) has a limit cycle if and only if the planar system (8) does, and the two limit cycle orbits are related by \( x = R \xi \).

The key steps to the solution of the CPG synthesis problem can now be summarized as follows. We have shown earlier that a UPO may be given by the CPG (1) with the circulant structure
(7), which is equivalent to the planar oscillator (8). In Section III, the periodic orbit of the planar oscillator is analyzed in terms of its existence, radial convexity, spatial periodicity, and asymptotically sinusoidal property. In Section IV, the solution to the CPG synthesis problem will be given, using the basic properties of the planar oscillator. Specifically, uniform phase properties of the circulant CPG will be proved first. Once we have an UPO, desired frequency and amplitudes can be achieved by scaling the time axis and state coordinates. Rational phase oscillators (RPOs) with prescribed rational phases can be constructed by projecting the $n$ states of the UPO onto the $m$-dimensional subspace specified by the desired rational phases. For this technique to work, we make sure that the projection of the states onto the $(n-m)$-dimensional orthogonal complement globally converges to zero. These results for the design of UPOs and RPOs will be summarized by Theorem 4.1 in Section IV.

III. BASIC PLANAR OSCILLATOR

A. Existence of Periodic Orbit

The existence of oscillations can be guaranteed by instability of every equilibrium points and boundedness of every trajectories. For planar systems, by the Poincaré–Bendixson theorem [25], these conditions, in fact, guarantee that the oscillations are periodic. It turns out that the planar system (8) has a unique equilibrium point if $|\omega_o|$ is sufficiently large, and that the equilibrium point is unstable if $h_o$ is positive and small. The boundedness of every trajectory is guaranteed if $\varphi$ is bounded because the transfer function seen by $\varphi$ is stable. Hence, under these conditions, we conclude the existence of a periodic orbit.

The result is formally stated later and is proved in the Appendix. 

**Lemma 3.1:** Consider the planar system (8) with $\Omega$ and $R$ in (6) and $\varphi$ satisfying parts 1)–4) of Assumption 2. Let $\gamma \in \mathbb{R}$ be an arbitrary number such that

$$\max_{\xi \neq 0} \frac{f(\xi)}{g(\xi)} \leq \gamma$$

(9)

$$f(\xi) := \xi^T S R^T \varphi(R\xi),$$

$$g(\xi) := \xi^T R^T \varphi(R\xi),$$

(10)

One such $\gamma$ is given by

$$\gamma := \min_{h \in \mathbb{Z}_n} \left\{ \tan \left( \frac{\pi k h}{n} \right) : \frac{k h}{n} \not\in \mathbb{Z} \right\}. \quad (11)$$

If $|\omega_o| > \gamma$ holds, then the origin is the unique equilibrium point. If in addition $0 < h_o < 1$ holds, then the equilibrium point is unstable, and every nontrivial trajectory approaches a periodic orbit.

**Remark 3.1:** In the aforementioned lemma, the smallest lower bound $\gamma$ on $|\omega_o|$ can be estimated by maximizing $|f(\xi)/g(\xi)|$ through, e.g., an exhaustive search over a plane. This lower bound is potentially conservative. The simple formula in (11) provides a more conservative lower bound that can readily be calculated.

B. Radial Convexity and Spatial Periodicity

The simplicity of the planar system in (8) allows us to see some structure of the periodic orbit. In particular, the region enclosed by the orbit turns out to be radially convex, i.e., the intersection of the region and any straight line passing through the origin is a convex interval. Moreover, every periodic orbit of (8) is spatially periodic, i.e., the rotation of a periodic orbit by angle $\theta_k$ in the two-dimensional state–space yields the same orbit. The key ideas behind this fact are twofold: 1) the planar system (8) is a projection of the original CPG (1) that has the circulant connectivity structure and 2) the $\theta_k$-rotation in the $\xi$-plane is equivalent to the circulation in the original $x$-space. The result is summarized later (see Appendix for a proof).

**Lemma 3.2:** Consider (8) with $\Omega$ and $R$ in (6) and $\varphi$ satisfying parts 1)–4) of Assumption 2. Suppose $0 < h_o > 1$ and $|\omega_o| > \gamma$ for $\gamma$ defined by (11). Then, every periodic orbit can be expressed as

$$\xi(t) = r(t) \left[ \cos(\theta(t)) \sin \theta(t) \right]^T$$

(12)

for some differentiable functions $r(t)$ and $\theta(t)$ satisfying

$$r(t) > 0, \quad r(t) = r(t - T) = r(t + \tau_k)$$

$$\dot{\theta}(t) > 0, \quad \theta(t) = \theta(t - T) + 2\pi = \theta(t + \tau_k) - \theta_k \quad (13)$$

for all $t$, where $\tau_k := kT/n$, $T$ is the period, and $\pm$ is taken to be the same sign as $\omega_o$.

C. Asymptotically Sinusoidal Oscillation

The objective of this section is to address the issue of the wave form. The following result shows that the states of the planar system (8) oscillate in a nearly sinusoidal manner when the number of scalar nonlinearity $n$ is sufficiently large. A proof is given in the Appendix.

**Lemma 3.3:** Consider the planar oscillator (8) under the condition described in Lemma 3.2. Suppose Assumption 2 holds. Let $\kappa$ be the describing function of $\psi$

$$\kappa(x) := \frac{1}{r \pi} \int_0^{2\pi} \sin \vartheta \psi(x \sin \theta) \, d\theta \quad (14)$$

and define $\alpha_o$ as the unique solution to $\kappa(\alpha_o) = h_o$. Then, given any $\epsilon > 0$, there exists a sufficiently large $n$ such that every periodic orbit (12) of (8) satisfies

$$|\dot{r}(t)| < \epsilon, \quad |r(t) - \alpha_o| < \epsilon, \quad |\dot{\theta}(t) - \omega_o| < \epsilon \quad (15)$$

for all $t$.

**Remark 3.2:** Clearly, in the limit $\epsilon \to 0$, we have $r(t) = \alpha_o$ and $\theta(t) = \omega t$, resulting in sinusoidal oscillation of $\xi(t)$. Thus, the deviation from the sinusoidal oscillation can be made arbitrarily small by choosing a sufficiently large $n$, the number of nonlinearities $\psi$. In this case, $\alpha_o$ and $\omega_o$ provide good estimates for the oscillation amplitude and frequency. An implication of this result will be discussed later within the context of optimal control of rectifier systems.
IV. MAIN RESULT

A. Circulant Oscillators

In this section, we present a basic result that provides a solution to the CPG synthesis problem. To state the result, let us first describe four classes of nonlinear oscillators. Their properties will be given in a theorem later. We will then discuss how a solution to the CPG synthesis problem can be obtained.

Let $m \in \mathbb{Z}$, $\phi, \omega, \tau \in \mathbb{R}$, $\alpha, \phi \in \mathbb{R}^m$, and a function $\varphi : \mathbb{R}^n \to \mathbb{R}^n$ be given. Suppose $m \geq 2$ holds, $\varphi$ satisfies Assumption 2, and $\phi$ satisfies Assumption 1 and (4) for $n, k \in \mathbb{Z}$ and $\eta \in \mathbb{Z}^m$. Define $M, \Omega, \pi, R$ by (5) and (6), with $\kappa$ being given by (14), and

$$A := \text{diag}(\alpha_1, \ldots, \alpha_m), \quad M := R\Omega R^T$$

$$[R] := \begin{bmatrix} U^T \cr V^T \end{bmatrix} R, \quad \mathcal{L} := \begin{bmatrix} I \\ S R^\dagger \end{bmatrix} \label{eq:16}$$

where $[U \ V] \in \mathbb{R}^{n \times m}$ is a permutation matrix such that $U \in \mathbb{R}^{n \times m}$ and $y_i = x_{ni}$ holds for $i \in \mathbb{Z}_m$ when $y = U^T x$. Let four systems be defined by

$$\xi(t) \in \mathbb{R}^2, \quad \xi + \xi = \Omega R^T \varphi(R\xi) \label{eq:17}$$

$$x(t) \in \mathbb{R}^n, \quad x + \dot{x} = M \varphi(x) \label{eq:18}$$

$$y(t) \in \mathbb{R}^m, \quad y + \dot{y} = M \mathcal{L}^T \varphi(\mathcal{L} y) \label{eq:19}$$

$$z(t) \in \mathbb{R}^m, \quad z + \tau \dot{z} = M \mathcal{L} \mathcal{L}^T \varphi(\mathcal{L} \mathcal{L}^T z) \label{eq:20}$$

The main result of this paper, given later, states that these systems are oscillators, and describes the properties of their oscillations.

Theorem 4.1: Consider the systems in (17)–(20). Suppose $|\omega_o| > \gamma$ holds for some $\gamma \in \mathbb{R}$ satisfying (9). Then, for each system, there is a unique unstable equilibrium point at the origin, and every nontrivial trajectory converges to a limit cycle. Moreover, the limit cycle trajectories are related by

$$x = R\xi, \quad y = U^T x, \quad z(t) = M y \left(\frac{t}{T}\right)$$

and are given by

$$\xi(t) = r(t) \left[\cos \theta(t) \quad \sin \theta(t)\right]^T \label{eq:21}$$

$$x_i(t) = Q(\omega t \pm i\theta_k) = r(t) \sin \theta(t) + i\theta_k \label{eq:22}$$

$$y_i(t) = Q(\omega t \pm \phi) = r(t) \sin \theta(t) + \phi_i \label{eq:23}$$

$$z_i(t) = \alpha_i Q(\omega t \pm \phi_i) = \alpha_i r \left(\frac{t}{\tau}\right) \sin \left(\frac{\theta}{\tau}\right) + \phi_i \label{eq:24}$$

for some nonzero frequency $\omega$, where $Q$ is a $2\pi$-periodic function defined by

$$Q(\omega t) := r(t) \sin \theta(t)$$

and $r(t)$ and $\theta(t)$ are differentiable functions satisfying (13) and

$$\lim_{n \to \infty} r(t) = \alpha_o, \quad \lim_{n \to \infty} \dot{\theta}(t) = \lim_{n \to \infty} \omega = \omega_o$$

for all $t \in \mathbb{R}$, where $\pm$ is taken to be the same sign as $\omega_o$, and

$$\tau_k := \frac{kT}{n}, \quad T := \frac{2\pi}{\omega}, \quad \varpi := \frac{\omega}{\tau}$$

Proof: The properties of the planar system (17) has been proved in the previous section. In particular, its periodic trajectory is given by (21) with $r(t)$ and $\theta(t)$ satisfying the indicated properties. Here, we will prove (22)–(24) by showing the relations among the four systems.

Let us first consider the system (18), Lemmas 2.2 and 3.1 imply that every nontrivial trajectory of (18) approaches a periodic orbit $x = R\xi$. Substituting the definition of $R$ into $x = R\xi$

$$x_i(t) = r(t) \sin(\theta(t) + i\theta_k) \label{eq:25}$$

for $i \in \mathbb{Z}_n$. Then, we have (22) by noting from Lemma 3.2 that

$$x_n(t \pm i\tau_k) = r(t \pm i\tau_k) \sin(\theta(t \pm i\tau_k) + n\theta_k) = r(t) \sin(\theta(t) + i\theta_k) = x_i(t) \label{eq:26}$$

and defining $Q(\omega t) := x_n(t)$. Due to part 2) of Assumption 1, $R$ has a full column rank, and hence, there exists $L$ such that $S = LR$. One such choice is given by $L := SR^\dagger$. Define

$$\begin{bmatrix} y \\ \dot{y} \end{bmatrix} := \begin{bmatrix} I & 0 \\ -L & I \end{bmatrix} \begin{bmatrix} y \\ \dot{y} + Ly \end{bmatrix} \label{eq:27}$$

Then, we have

$$y + \dot{y} = \mathcal{R} \Omega \begin{bmatrix} \mathcal{R}^\dagger \\ S \end{bmatrix} \begin{bmatrix} y \\ \dot{y} + Ly \end{bmatrix}, \quad \dot{y} + \dot{y} = 0$$

which, in the steady state, reduces to (19) since $\dot{y}(t) \to 0$. The result (23) now follows from (22) by noting $\phi_i = \eta_i \theta_k$.

Let $z(t)$ be defined by scaling the magnitude and time axis of $y(t)$ as $z(t) := Ay(t/\tau)$. Then, it is straightforward to verify that $z(t)$ satisfies (20). From (23), we have

$$z_i(t) = \alpha_i y_i \left(\frac{t}{\tau}\right) = \alpha_i Q(\varpi t \pm \phi_i) \label{eq:28}$$

and thus, (24) is proved. \hfill \blacksquare

B. Discussion

The system (18) is the basic circulant UPO that has the phases uniformly spaced over $2\pi k$. A state coordinate transformation shows that the projection of the state vector of (18) onto the orthogonal complement of the range space of $M$ converges to the origin. The behavior in the remaining two-dimensional range space is captured in the steady state by $\xi(t) \in \mathbb{R}^2$ satisfying (17). Thus, the limit cycle of (18) is given by projecting the planar limit cycle of (17) back onto the original $n$-dimensional state–space as $x = R\xi$. The planar system (17) makes it possible to prove the existence and to derive the properties of the periodic orbit, as shown in Section III. The RPO in (19) is derived from the UPO (17) by keeping the $\eta_i$th states that have the specified phases $\phi_i$. Finally, any desired amplitudes and frequency can be achieved by scaling the states and the time axis as in (20).

A solution to the CPG synthesis problem can be obtained as follows. For a given phase $\phi \in \mathbb{R}^m$, let $n, k \in \mathbb{Z}$ and $\eta \in \mathbb{Z}^m$ be such that (4) holds. Choose arbitrary positive numbers $\alpha_o, \omega_o \in \mathbb{R}$ such that $\omega_o > \gamma$. Then, design the RPO (19) and find the frequency $\omega$ and amplitude $Q_m := \max |Q(t)|$ of oscillation.$\quad$
through a simulation. Set $\tau := \omega/\varpi$ and $\alpha_i := a_i/Q_m$, and the scaled RPO (20) provides oscillations $z(t)$ as specified in (3) with $Q(t) := Q(t)/Q_m$.

There is design freedom in the choice of some parameters. As mentioned before, the integers $(n, k, \eta)$ in (4) to express the given phase $\phi$ are not unique, e.g., $n$ and $n_i$ can be multiplied by a positive integer without violating (4). The parameter $n$ is the number of nonlinearities $\psi$, and is desired to be small from a complexity consideration. However, if sinusoid-like oscillations are desired, a large $n$ can be chosen to achieve it as stated in Theorem 4.1. This point will be illustrated by numerical examples given later. The parameters $\alpha_o$ and $\omega_o$ are related to the rate of convergence to the periodic orbit. In particular, the number of cycles required for convergence tends to be larger if $\alpha_o$ is smaller and/or $\omega_o$ is larger. This can be expected from the system (17) linearized around the origin, whose damping ratio $\zeta$ is given by

$$\zeta = \frac{1}{\sqrt{1 + \mu^2}}, \quad \mu := \frac{\omega_o}{(1 - \kappa(\alpha_o))}.\]$$

A small value of $\alpha_o$ also has the effect of making the oscillations close to sinusoids because the nonlinearity $\varphi$ can be approximated by a linear gain when the amplitudes are small. These observations on $\alpha_o$ and $\omega_o$ have been confirmed by numerical simulations, but the details are omitted due to the space limitation.

Example 4.1: We design circulant oscillators with $m = 3$ and $\phi = [0 \pi/3 \pi/2]^T$. We do not scale the states or the time axis to set specific amplitudes or the frequency. Instead, we set $\alpha_o = 10$ and $\omega_o = 1$ to illustrate how close the amplitudes and frequency are to these numbers when $n$ is finite (recall from Theorem 4.1 that they match exactly in the limit $n \to \infty$).

We consider the two realizations $(n, k, \eta)$ of the phase specification given in Table I. The RPO in (19) is simulated for each case with random initial states of small magnitudes, and the result is summarized in Figs. 1 and 2, and Table I. The parameter $\gamma$ is the upper bound on the maximum in (9), calculated from (11). It has been verified by gridding the $\xi$-plane that the upper bound values are tight and coincide with the maxima at least up to three digits. The value of $\omega_o$ has been chosen so that $\omega_o > \gamma$ as required in Theorem 4.1. The parameters $T$ and $Q_m$ are the period and amplitude, $\max |Q(t)|$, of the oscillations observed in the simulations. While the amplitudes are close to $\alpha_o$, for both cases, the frequency deviation from $\omega_o$ tends to be larger if $n$ is smaller. We notice from the figures that the orbits on the $\xi$-plane are clockwise due to $\omega_o > 0$ and look like polygons with $n$ vertices, confirming the radial convexity and the spatial periodicity proved earlier. As $n$ is increased, the number of vertices gets larger, and the orbit approaches a circle, resulting in sinusoidal oscillations.

V. FEEDBACK CONTROL FOR STATE PATTERN GENERATION

A. Optimal Regulation of Rectifier Systems

In this section, we consider a feedback control design problem to achieve dynamic rectification through coordinated oscillations for the following class of nonlinear systems

$$\dot{z} = u, \quad v + \beta \dot{v} = z^T \Lambda \dot{z} \tag{25}$$

where $z(t), u(t) \in \mathbb{R}^m$, $\beta > 0$, and $\Lambda \in \mathbb{R}^{m \times m}$ with $m$ being any integer greater than or equal to 2. This system is a generalized version of “the most elementary, and in a limited sense canonical, model” for the rectification of cyclic motions [14]. In particular, periodic inputs $u$ with a proper phase relation can be rectified to result in a nonzero constant output $v$, motivating us to call (25) a rectifier system.

The rectification effect is embedded in the bilinear term $z^T \Lambda \dot{z}$. To discuss, let $\Lambda$ be decomposed into $\Lambda = P + S$ where:

$$P := \frac{(\Lambda + \Lambda^T)}{2}, \quad S := \frac{(\Lambda - \Lambda^T)}{2}. \tag{26}$$

When $z(t)$ is periodic, the integral of $z^T P \dot{z}$ over one cycle is always zero since it is integrable, but that of $z^T S \dot{z}$ can be nonzero. In fact, it can readily be shown that the system (without the $v$ term) is first-bracket controllable (see [14] for a definition) if and only if $\Lambda$ is asymmetric (i.e., $S \neq 0$). This property enables set point regulation of $v(t)$ around a desired value through oscillations of $z(t)$.

We would like to design a feedback controller for (25) so that $z(t)$ oscillates in such a way that the variable $v(t)$ is maintained at a desired value $v_o$ on average in the steady state. The following theorem provides a basic result to achieve this objective.

Theorem 5.1: Consider the system (25) with positive scalar $\beta \in \mathbb{R}$ and matrix $\Lambda \in \mathbb{R}^{m \times m}$. Let positive numbers $\alpha_o \in \mathbb{R}$, $\omega_o \in \mathbb{R}$, $\tau \in \mathbb{R}$, $\alpha \in \mathbb{R}^m$, and $\phi \in \mathbb{R}^m$ be given and define

$$v_o := j\varpi q^* S q, \quad \varpi := \frac{\omega_o}{\tau}, \quad q_i := \frac{\alpha_o \alpha_i e^{j\phi_i}}{\sqrt{2}}. \tag{27}$$
Suppose $\phi$ satisfies Assumption 1, and is described by (4) for some integers $n, k \in \mathbb{Z}$, and $\eta \in \mathbb{Z}^m$. Consider the feedback controller
\[ u = \frac{AM\mathcal{L}^T \varphi(\mathcal{L}^{-1}z) - z}{\tau} \]  
where $\varphi$ is a function satisfying Assumption 2, and $A, M, \mathcal{L}$ are defined in (16). Then, every nontrivial state trajectory $z_i(t)$ of the closed-loop system converges to the limit cycle described in (24). Moreover, if $n$ is large enough to guarantee (15) for a small $\epsilon > 0$, then $v(t)$ in the steady state is given by
\[ v(t) = v_o + \frac{1}{1 + \beta s} \Im \left[ \varphi e^{j2\theta(t)} q^T P q \right] + O(\epsilon), \]
\[ \dot{\theta}(t) = \varphi + O(\epsilon) \]  
(29)
for some function $\theta(t)$.

Proof: The existence and description of the limit cycle are a direct consequence of Theorem 4.1. To prove (29), let us consider the case $\tau = 1$ for brevity. The result for the general case can be recovered by noting that $w(t) = w_1(t/\tau)$ where $w_1(t) := w(t)|_{1\rightarrow 1}$ and $w := z^T \Lambda \dot{z}$. Recall from (24) that $z_i = \alpha_i r \sin(\theta + \phi_i)$ in the steady state. Taking the time derivative and using trigonometric identities
\[ \alpha_i^2 z^T \Lambda \dot{z} = (r \dot{r}) \Re[q^T A^T q + e^{j2\theta} q^T L q] + (r^2 \dot{\theta}) \Im[q^T A^T q + e^{j2\theta} q^T L q] \]
\[ = (r \dot{r}) [q^T P q - \Re(e^{j2\theta} q^T P q)] + (r^2 \dot{\theta}) [q^T S q + \Im(e^{j2\theta} q^T P q)] \]
where we noted that
\[ \Re[q^T A^T q] = q^T P q, \quad \Im[q^T A^T q] = jq^T S q, \quad q^T L q = q^T P q. \]

Now, the result follows from the fact that $\dot{r}(t) = r(t) - \alpha_o$, and $\dot{\theta}(t) - \omega_o$ are all $O(\epsilon)$ due to (15).

Remark 5.1: When $n$ is sufficiently large, the signal $v(t)$ in the steady state is approximately given by the superposition of the constant bias $v_o$ and the ripple, i.e., the second term in (29). If $\Lambda$ is symmetric, then $v_o$ is always zero, and hence, $v(t)$ cannot be made to track a nonzero constant on average. Thus, the skew-symmetric part $S$ of $\Lambda$ makes $v(t)$ controllable. On the other hand, the symmetric part $P$ of $\Lambda$ is associated with the size of the ripples in $v(t)$. In particular, if $\Lambda$ is skew symmetric ($P = 0$), then any sinusoidal $z(t)$ leads to constant $v(t)$ without ripples in the steady state.

We now discuss optimal control strategies based on Theorem 5.1. First, let us consider the problem of achieving a given value of $v_o$ for $v(t)$ on average with the maximum efficiency. A measure of efficiency may be given by the average value of $\|\dot{z}(t)\|^2$ over one cycle since $\dot{z}(t)$ typically represents velocity, and the referred quantity is related to the energy loss due to damping effects. Thus, we formulate the following optimization problem
\[ \max_{z \in \mathbb{P}} \frac{\int_0^T z(t)^T \Lambda \dot{z}(t) dt}{\int_0^T \|\dot{z}(t)\|^2 dt} \]  
(30)
where $\mathbb{P}$ is the set of continuously differentiable $T$-periodic functions. In the context of multilink robotic applications that we discuss later, the solution to this problem provides the optimal dynamic motion leading to a fixed locomotion speed $v_o$ using the least energy. The following gives the solution to (30).

Lemma 5.1: The global maximum of (30) is attained by
\[ z(t) = a_i \sin(\pi t + \phi_i), \quad v_i = a_i e^{j\omega_i}, \]
where $\omega := 2\pi/T$ and $q \in \mathbb{C}^m$ is the eigenvector of $jS$ corresponding to the largest eigenvalue:
\[ q = e_1, \quad jS e_1 = \omega_1 e_1, \quad \omega_1 \neq 0, \quad \omega_1 \geq \omega_2 \geq \cdots \geq \omega_m. \]  
(31)

The maximum value of (30) is given by $\omega_1/\omega$. 

Proof: Let $z(t)$ be $T$-periodic and consider its Fourier series expansion:
\[ z(t) = \sum_{k=0}^\infty a_k \sin(\pi t + \phi_k). \]
Using the orthogonality property of sinusoidal basis functions, it is straightforward to verify that
\[ \int_0^T z(t)^T \Lambda \dot{z}(t) dt = \sum_{k=1}^\infty j\pi \omega_k || z_k ||^2 \]
where the summations are over $k = 1, 2, \ldots$, and $z_k \in \mathbb{C}^m$ is the vector whose $i$th entry is $a_k e^{j\phi_i}$ and
\[ \zeta := \text{col}(z_1, z_2, z_3, \ldots), \quad S := \text{diag} \left( S, S^2, S^3, \ldots \right). \]

The maximum of this ratio is attained when $\zeta$ is the eigenvector of $jS$ corresponding to the largest eigenvalue. Clearly, such $\zeta$ is given by $\zeta = \text{col}(e_1, 0, 0, \ldots)$. 

Lemma 5.1 shows that the optimal solution $z(t)$ to (30) is sinusoidal with relative amplitudes and phases specified by an eigenvector of the skew-symmetric part of $\Lambda$. Hence, for optimally efficient oscillation, $q$ in (27) should be chosen so that it is the optimal eigenvector described in Lemma 5.1.

Next, we consider the problem of achieving a given $v_o$ efficiently with small ripples. In this case, we may formulate an objective function by a weighted sum of the efficiency term $jq^T S q$ and the ripple term $|q^T P q|$ as follows
\[ \min_{q \in \mathbb{C}^m} \frac{\sigma |q^T P q| - j q^T S q}{|q|^2} \]  
(32)
where $\sigma \geq 0$ is the weighting parameter. Clearly, if $\sigma = 0$, then the solution is given by an eigenvector as described earlier, and if $\sigma$ is sufficiently large, the ripple will be minimized at the expense of efficiency. This is a nonconvex problem and it is difficult to obtain a solution with the guarantee of global optimality. However, it turns out that a local algorithm works well to find a reasonable solution if the initial condition is chosen.

\[ \text{With a slight abuse of notation, we denote by } G(s)u(t) \text{ the steady-state output of the transfer function } G(s) \text{ in response to the input } u(t). \]
to be the optimally efficient solution given in (31). This point will be illustrated later by a numerical example.

Once we find \( q \) by solving one of the aforementioned optimization problems, the optimal relative amplitudes \( \hat{\alpha} \in \mathbb{R}^m \) and phases \( \phi \in \mathbb{R}^m \) can be found from \( \hat{q}_i = \hat{\alpha}_i e^{i\phi_i} \), where \( q := q/\|q\| \). The optimal phases may not be rational in general, and hence, need to be approximated by rational phases so that they can be realized within the circulant oscillator framework. After the rational approximation, the optimization problem should be solved again, over the relative amplitudes \( \hat{\alpha} \) with fixed \( \phi \), to minimize the approximation error. The next step is to choose the frequency \( \omega \) and amplitude \( q_m \) such that \( q_m = q_v / (j \hat{q}_v S \hat{q}) \). We clearly see the tradeoff between the two as both cannot be small simultaneously.

Finally, a circulant oscillator can be designed by choosing \( \alpha_o \) and \( \omega_o \) and setting \( \tau := \omega_o / \omega \) and \( \alpha := \sqrt{2q_m} \|q\| / \alpha_o \). As mentioned before, convergence to the periodic orbit is faster if \( \alpha_o \) is larger and \( \omega_o \) is smaller. Hence, a reasonable choice of \( \omega_o \) is a value close to the lower bound \( \gamma \) in (11). If \( \alpha_o \) is made larger with \( n \) fixed, however, the nonlinearity \( \varphi \) tends to saturate, the orbit of \( \xi(t) \) becomes polygon-like as in Fig. 1, and the wave form of \( z(t) \) deviates from the sinusoid, resulting in more ripples in \( v(t) \). Thus, \( \alpha_o \) can be used as a tuning knob to tradeoff the speed of convergence and the amount of ripples, while keeping \( n \) relatively small.

B. Extension to Adaptive Tracking Problem

From Theorem 5.1, it is clear that if the control \( u \) is multiplied by positive constant \( \rho \), the rectified velocity becomes \( \rho v_o \) instead of \( v_o \). We extend this result for a time varying \( \rho(t) \) as stated later.

**Lemma 5.2:** Consider a nontrivial trajectory \( z(t) \) of the closed-loop system in Theorem 5.1 with the feedback control modified to

\[
u = \rho (\Lambda M \Lambda^T \varphi (\Lambda A^{-1} z) - z)
\]

where \( \rho(t) \) is a bounded locally Lipschitz function. Suppose \( |q^T P q| \leq \epsilon \) and \( \int_0^\infty \rho(t) dt = +\infty \). Then, \( z(t) \) converges to an invariant manifold on which the following holds:

\[
z(t)^T \Lambda \dot{z} = \rho(t) v_o + O(\epsilon).
\]

**Proof:** Let \( \zeta(t) \) be the trajectory that would result from \( \zeta(0) = z(0) \) if \( \rho(t) \equiv 1 \), and let \( \zeta_o(t) \) be the periodic orbit to which \( \zeta(t) \) converges. Note that, for an arbitrary function \( f \), we have

\[
\dot{x} = \rho f(x), \quad \dot{y} = f(y), \quad x(0) = y(0)
\]

\[
\Rightarrow x(t) = y(\rho(t)), \quad g(t) := \int_0^t \rho(s) ds \quad \forall t \geq 0
\]

provided the solutions \( x \) and \( y \) exist and are unique. This fact simply follows from \( y_o(t) := y(\rho(t)) \) satisfies \( \dot{y}_o = \rho f(y_o) \) and \( y_o(0) = x(0) \). Using this fact, we see that \( z(t) = \zeta(\rho(t)) \) holds for all \( t \geq 0 \). Since \( \zeta(t) \) converges to \( \zeta_o(t) \) and \( g(t) \) goes to infinity as \( t \) increases, \( z(t) \) must converge to the invariant manifold \( \{\zeta_o(t) \in \mathbb{R}^m : t \in \mathbb{R}\} \). In this set, we have

\[
z^T \Lambda \dot{z} - \rho v_o = \rho(\zeta_o(\rho) - v_o)
\]

and the result now follows from Theorem 5.1 and its proof.

A direct application of the aforementioned lemma is to design a controller to track a time-varying reference velocity \( v_r(t) \) robustly against possible parameter variations. Specifically, we consider the uncertain rectifier system

\[
z = u, \quad v + \beta \dot{v} = \delta z^T \Lambda \dot{z}
\]

where \( \beta \) and \( \delta \) are uncertain positive constant parameters.

**Theorem 5.2:** Let \( v_r(t) \) be a continuously differentiable function and consider the uncertain system (34) and the controller (33) in Lemma 5.2 with \( v_r \neq 0 \)

\[
\rho := av_r + bv_r, \quad \dot{a} = -a_o e v_r, \quad \dot{b} = -b_o e v_r, \quad e := v - v_r
\]

where \( a_o, b_o \in \mathbb{R} \) are positive constants. Suppose \( \int_0^\infty \rho(t) dt = +\infty, |q^T P q| \leq \epsilon \), and let \( T > 1/\epsilon^2 \). Then, \( z(t) \) converges to an invariant manifold on which the following hold:

\[
1/T \int_0^T (|v(t) - v_r(t)|^2) dt = O(\epsilon^2).
\]

**Proof:** Lemma 5.2 guarantees convergence to an invariant manifold on which the error dynamics is governed by

\[
e + \beta \dot{e} = (\delta v_r a - 1) u_r + (\delta v_r b - \beta) u_r + p, \quad |p(t)| \leq \epsilon e
\]

for some constant \( \epsilon > 0 \), where the bound on the magnitude of \( p := z^T \Lambda \dot{z} - \rho v_o \) comes from Lemma 5.2. Define the Lyapunov function

\[
V := \beta e^2 + (\delta v_r a - 1)^2 + (\delta v_r b - \beta)^2
\]

Then, its time derivative along the trajectory is given by:

\[
\frac{\dot{V}}{2} = \beta \dot{e} (\delta v_r a - 1) \left( \frac{\dot{a}}{a_o} \right) + (\delta v_r b - \beta) \left( \frac{b}{b_o} \right)
\]

\[
= \beta \dot{e} e - (e + \beta \dot{e}) p = -e(e + p).
\]

Noting that \( p^2 \leq p^2 + 2e(e + p) \), we have

\[
1/T \int_0^T e^2 dt \leq e^2 + \frac{V(0) - V(T)}{T} \leq (e^2 + V(0)) e^2.
\]

**Remark 5.2:** In Theorem 5.2, the tracking is practically achieved under the persistent excitation (PE) condition \( \int_0^\infty \rho(t) dt = +\infty \) which is not *a priori* guaranteed. However, by an approximate analysis, we expect that the PE condition is satisfied under the following two conditions: 1) the controller is run with \( \rho(t) = 1 \) for a sufficiently long time before turning on the adaptive update law for \( a \) and \( b \); and 2) \( v_r \) is positive and \( v_r(t) \) is bounded and satisfies \( \int_0^\infty v_r(t) dt = +\infty \) and \( \lim_{t \to -\infty} v_r(t) \neq 0 \).

Condition 1 ensures that \( z(t) \) converges to the invariant manifold regardless of the values of \( \beta \) and \( \delta \). If \( z(t) \) is exactly on the manifold (limit cycle orbit), condition 2 then (roughly) guarantees that \( \rho \) satisfies the PE condition as explained later. This means that \( z(t) \) goes around in the right direction on the orbit,
and hence, by continuity of solutions of differential equations, we expect that the PE condition for $\rho$ is satisfied even when $z(t)$ is slightly perturbed from the orbit.

To see that $\rho$ is expected to satisfy the PE condition under condition 2, first note that if $z(t)$ is on the orbit and $\epsilon = 0$, then the lyapunov argument in the aforementioned proof guarantees convergence of $e(t)$ to zero. If $e(t) \equiv 0$, then $a(t)$ and $b(t)$ are constant, and

$$(\delta v_o a - 1)v_r(t) + (\delta v_o b - 1)v_r(t) = 0.$$ 

We now claim that $a = 1/(\delta v_o)$. To see this, suppose this is not true. If $\delta v_o b \neq 1$, then $v_r(t)$ is an exponential function, contradicting condition 2. Hence, $\delta v_o b = 1$, but this again leads to a contradiction $((\delta v_o a - 1)v_r = 0$. Hence, we have $a = 1/(\delta v_o) > 0$. Now, as $T \to \infty$,

$$\int_0^T \rho(t) dt = \int_0^T v_r(t) dt + b(v_r(T) - v_r(0)) \to +\infty$$

and thus, $\rho$ satisfies the PE condition.

C. Gait Control of a Snakelike System

In this section, we will illustrate the utility of Theorems 5.1 and 5.2 through an application to the gait control of a multilink snakelike system shown in Figs. 3 and 4. The system consists of a chain of $m+1$ rigid links, which we call the head, body 1, . . . , body $m$. The $i$th link is of length $\ell_i$ and mass $m_i$. An actuator is mounted at every joint $O_i$ to generate torque $\mu_i$. The clockwise angular displacement of body $i$ relative to the positive $x$-axis is denoted by $z_i$. The Cartesian coordinate of joint $O_i$ is denoted by $(x_i, y_i)$. The head is constrained to move on a straight track along the $x$-axis, and we take the origin of the $x$-axis so that $x_o = 0$. The propelling force is to be generated by the friction between the ventral contacts between the joints and the ground. The objective is to design a feedback controller to generate torques $\mu(t) \in \mathbb{R}_m$ based on the measurements of $z(t) \in \mathbb{R}_m$ so that the head velocity $v \equiv x_o$ is maintained at a given value $v_o$.

The friction force at the $i$th contact in the direction tangent (normal) to the body is assumed proportional to the body velocity in that direction with coefficient $c_i$ ($c_{ni}$) [26]. It has been observed [27] that the directional property $c_{ni} > c_i$ is crucial for a gait of snake locomotion. For simplicity, we assume, for the body, that the tangential frictions are zero and the normal frictions are uniform ($c_i = 0$ and $c_{ni} = c$ for $i \in \mathbb{N}_m$). We also assume that the head is much heavier than the body ($m_o \gg m_i$ for $i \in \mathbb{N}_m$), and hence, the body mass can be ignored. In this case, the torque balance equation for the “tail” consisting of bodies $i \in \mathbb{N}_m$ is given by

$$A(z)\dot{z} + B(z)v = \mu$$

for appropriately defined continuous functions $A(z) \in \mathbb{R}^{m \times m}$ and $B(z) \in \mathbb{R}^{m \times 1}$ where $A(0)$ is nonsingular. The equation of motion for the head is given by

$$m_o \ddot{v} = -(c_o + c\|s\|^2)v - cLs^T C \dot{z}$$

where $s \in \mathbb{R}^m$ and $C \in \mathbb{R}^{m \times m}$ are defined by their entries; $s_i := \sin z_i$, $c_{ij} = \cos(z_i - z_j)$ for $i \geq j$, and $c_{ij} = 0$ for $i < j$. Thus, the motion of the multilink system is described by (36) and (37).

To design a controller within the framework of Theorem 5.1, we shall first introduce the feedback linearization $\tau = A(q)u + B(q)v$ that gives $\dot{z} = u$ where $u(t) \in \mathbb{R}^m$ is the new control variable. This approach is valid in the neighborhood of the origin $z = 0$ because $A(0)$ is nonsingular, and hence, so is $A(z)$ for sufficiently small $\|z\|$. We shall design a circulant CPG that produces oscillations of $z$ with sufficiently small amplitudes. In this case, the system can be approximated by the bilinear model (25) with $\beta := m_o/c_o$ and $\Lambda$ is the lower triangular matrix with uniform nonzero entries $-\ell_i c_{ni}$.

We design optimal controllers for the snakelike system by solving the problem in (32). The plant parameters and some of the controller parameters are fixed as in Table II. The problem (32) is solved for three cases as summarized in Table III, where $\dot{q} := q/\|q\|$, $\dot{q}_i = \alpha_i e^{\ell i}$, and $q_{m} := \sqrt{v_o/(J \omega_m S_q^T)}$. In case 1, $q$ is optimized with $\sigma = 0$ for maximum efficiency. Note that the optimally efficient phases are rational because $S$ is a.
skew-circulant matrix. In case 2, \( q \) is optimized with \( \sigma = 1 \) to achieve reasonable efficiency with small ripples. The ripple term \( \| \hat{q}^T P q \| \) has been made essentially zero with a small reduction in the efficiency term \( q^T S q \). However, the resulting phases are irrational. In case 3, \( \hat{\alpha} \) is optimized with \( \sigma = 1 \) while \( \phi \) is fixed to rational approximations of the phases obtained in case 2. For cases 2 and 3, the optimization problem (32) is solved using the command “fminsearch” in Matlab, where the initial conditions are chosen to be the results of cases 1 and 2, respectively.

Two controllers are designed for cases 1 and 3 based on Theorem 5.1. Figs. 5 and 6 show simulations of the nonlinear closed-loop system (37) and (20) with small random initial states. The optimally efficient controller (case 1) achieves the desired velocity \( v_0 = 1 \) on average. Large ripples are observed in \( v(t) \) as predicted from the large value of \( \| \hat{q}^T P q \| \). The controller in case 3 suppresses the ripples by properly adjusting the amplitudes and phases of \( z(t) \). In these designs, the amplitudes of \( z(t) \) are made small so that the bilinear model (25) provides a reasonable approximation of the original system (37). If, however, the frequency \( \omega \) is chosen to be small, then the amplitudes get larger, the bilinear model becomes invalid, and ripples appear in \( v(t) \) even for case 3.

We now add the adaptive law in Theorem 5.2 to the controller designed in case 3 earlier. With \( v_0(t) = 1 + 0.2 \sin(0.2 \pi t) \), a simulation result is plotted in Fig. 7, where the parameter values are as specified before except for \( (\beta, \delta) \) that are varied as indicated in Table IV. For the first 10 s, the values of \( (\beta, \delta) \) are the same as those used for the controller design, the adaptive law (35) is off, and the following constant \( a \) and \( b \) are used to specify \( \rho(t) \):

\[
\alpha := \frac{1}{(\delta v_0)} = 100, \quad \beta := \frac{(\beta, \delta)}{(\delta v_0)} = 100.
\]

At \( t = 10 \), the parameters \( (\beta, \delta) \) change their values and the tracking performance degrades significantly. When the adaptive law for \( a \) and \( b \) is turned on at \( t = 20 \), the tracking error quickly converges to zero. Good tracking performance is maintained even after another step change of the parameters at \( t = 30 \).

VI. CONCLUSION

We have developed a method for designing oscillators with prescribed frequency, amplitudes, and rational phases. Our approach is based on the UPOs achieved by circulant connectivity architectures, and their projections onto appropriate subspaces. It is proved that every nontrivial trajectory converges exactly to a limit cycle with a desired oscillation profile. This is in contrast with approximate methods such as the harmonic balance (see, e.g., [24], [28]) that would not provide this type of theoretical guarantee. The uniqueness of the periodic orbit has not been established, but no multiple orbits have been observed in numerical simulations. Our design method will be useful for constructing local segmental oscillators within a coupled oscillator framework [18], [29].

In the second half of this paper, we have developed a method for designing feedback controllers for a class of bilinear rectifier systems. The control objective is to maintain the rectified signal around a given constant value in the steady state. The key idea is to design the feedback law so that the closed-loop system becomes a circulant oscillator with a prescribed oscillation profile. The general numerical method described in [30] may be used to find the optimal oscillation profile, but our analytical result provides more insight into the bilinear rectification mechanism. In particular, the phases and amplitudes of the optimally efficient rectification are characterized in terms of an eigenvector of \( J(\Lambda - \Lambda^T) \), where \( \Lambda \) is the rectifying dynamics in (25). We have also shown that the ripples in the rectified signal arise from the symmetric part of \( \Lambda \), and discussed how to suppress the ripples if desired.

To close this paper, let us discuss applications of our results and some open issues for further research. An obvious application would be toward robotic locomotion systems. With the proposed control design method, difficulty of implementation may become an issue for some particular cases as the circulant structure could require distant components be directly wired. Such potential difficulty may be avoided by further study and adoption of biological mechanisms. Specifically, many biological control systems consist of interconnected segmental

**TABLE IV**

<table>
<thead>
<tr>
<th>Time</th>
<th>0−10</th>
<th>10−20</th>
<th>20−30</th>
<th>30−40</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adaptive Law</td>
<td>off</td>
<td>off</td>
<td>on</td>
<td>on</td>
</tr>
<tr>
<td>( (\beta, \delta) )</td>
<td>((0.01, 1))</td>
<td>((0.012, 0.8))</td>
<td>((0.012, 0.8))</td>
<td>((0.011, 0.7))</td>
</tr>
</tbody>
</table>
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oscillators. For instance, the CPG of leeches is a chain of segmental oscillators with intersegmental connections within some neighboring oscillators only [31]. If this coupled oscillator framework is adopted, our circulant oscillator can be used for the design of segmental oscillators where the neuronal connections can be all-to-all. An important open problem then is how to make structured interconnections of the segmental oscillators to achieve desired phase relations among the segmental oscillators. Such an approach may allow for realization of various coexisting gait patterns, which is not directly possible by the method proposed here. See [32], [33] for some prior attempts at realizations of legged robots with multiple gaits.

APPENDIX I
PRELIMINARY RESULTS

This section presents three lemmas which will be used in the proofs of other lemmas. Specifically, the first two lead to the proof of Lemma 3.1, while the latter two are used to prove Lemma 3.2.

Lemma I.1 (Rearrangement Inequality, [34]): Let \( x, y \in \mathbb{R}^n \) be given. Suppose \( x_{i+1} \geq x_i \) and \( y_{i+1} \geq y_i \) hold for all \( i = 1, 2, \ldots, n-1 \). Define \( K \in \mathbb{R}^{n \times n} \) by \( K_{ij} = 1 \) if \( i + j = n + 1 \) and \( K_{ij} = 0 \) otherwise. Then

\[
x^T y \geq x^T K y
\]

holds for any permutation matrix \( P \).

Lemma I.2: Consider the planar system (8) where \( \Omega \) and \( R \) are defined by (6) and \( \phi \) satisfies parts 2–4) of Assumption 2. The origin is the unique equilibrium point of (8) if \( |\omega_o| > \gamma \) holds for \( \gamma \) satisfying (9).

Proof: Note that \( \xi \) is an equilibrium point of (8) if and only if \( \xi = \Omega R^T \phi (R \xi) \). This condition implies

\[
\xi^T S \Omega R^T \phi (R \xi) = \frac{2}{n} \left( f(\xi) + \omega_o g(\xi) \right) = 0.
\]

Noting that \( \psi \) is strictly in the first and third quadrants due to parts 2–4) of Assumption 2, we have \( g(\xi) > 0 \) for any nonzero \( \xi \). Hence, if \( |\omega_o| > \gamma \), then this condition cannot hold unless \( \xi = 0 \), implying that the origin is the unique equilibrium point.

To show that a choice of \( \gamma \) is given by (11), it suffices to prove

\[
\left|\frac{f(\xi)}{g(\xi)}\right| \leq \left| 1 - \cos(h \theta_k) \right| \sin(h \theta_k) \quad \forall \xi \neq 0
\]

for any integer \( h \) satisfying \( \sin(h \theta_k) \neq 0 \). Let \( \xi \in \mathbb{R}^2 \) be expressed in the polar form \( \xi_1 = r \cos \theta \) and \( \xi_2 = r \sin \theta \). Then, we have

\[
f(\xi) = \sum_{i=1}^{n} f_i(\xi), \quad g(\xi) = \sum_{i=1}^{n} g_i(\xi)\]

\[
f_i(\xi) = r \cos(i \theta_k + \theta) \psi(r \sin(i \theta_k + \theta))\]

\[
g_i(\xi) = r \sin(i \theta_k + \theta) \psi(r \sin(i \theta_k + \theta)).
\]

Note that

\[
\begin{align*}
\cos(h \theta_k) & g(\xi) + \sin(h \theta_k) f(\xi) = \sum_{i=1}^{n} \sigma_{i \pm h} \psi(\sigma_i) \\
& \leq \sum_{i=1}^{n} \sigma_i \psi(\sigma_i) = g(\xi), \quad \sigma_i := r \sin(i \theta_k + \theta)
\end{align*}
\]

where we used the rearrangement inequality (Lemma I.1) based on the following facts.

1) For any integer \( h \), \( (\sigma_{i \pm h}, \sigma_{2 \pm h}, \ldots, \sigma_{n \pm h}) \) is a permutation of \( (\sigma_1, \sigma_2, \ldots, \sigma_n) \) due to the \( n \)-periodicity \( \sigma_{i+n} = \sigma_i \).

2) \( (\sigma_1, \sigma_2, \ldots, \sigma_n) \) and \( (\psi(\sigma_1), \psi(\sigma_2), \ldots, \psi(\sigma_n)) \) are arranged in the same order in the sense that the permutation matrix that sorts the former in the descending/ascending order will sort the latter in the descending/ascending order as well, because \( \psi \) is monotonically nondecreasing.

Now we have \( |\sin(h \theta_k) f(\xi)| \leq (1 - \cos(h \theta_k)) g(\xi) \) for any \( \xi \in \mathbb{R}^2 \) and integer \( h \), from which the result simply follows.

Lemma I.3: Let vectors \( x, \hat{x} \in \mathbb{R}^n \) and \( \xi, \hat{\xi} \in \mathbb{R}^2 \) be given. Suppose \( x = R \xi \) and \( \hat{x} = R \hat{\xi} \) hold where \( R \) is defined in (6). Then

\[
\hat{x} = J x \iff \hat{\xi} = \Phi \xi
\]

where

\[
J := O(1, 0, \ldots, 0), \quad \Phi := \begin{bmatrix} \cos \theta_k & -\sin \theta_k \\ \sin \theta_k & \cos \theta_k \end{bmatrix}.
\]

If \( \xi(t) \) is a periodic orbit of (8), then \( \hat{\xi}(t) := \Phi \xi(t) \) is also a periodic orbit of (8).

Proof: Using the identities

\[
R^T J = \Phi R^T, \quad R \Phi = J R
\]

we have

\[
\dot{\hat{x}} = J x \Rightarrow \dot{\hat{\xi}} = R^T \hat{x} + \frac{2}{n} R^T J R \xi = \Phi \xi
\]

\[
\hat{\xi} = \Phi \xi \Rightarrow \hat{x} = R \hat{\xi} = R \Phi \xi = J R \xi = J x.
\]

Thus, the equivalence holds. To prove the latter statement, recall that if \( \xi(t) \) is a periodic orbit of (8), then \( x(t) := R \xi(t) \) is a periodic orbit of (1). This, in turn, implies that \( \hat{x}(t) := J x(t) \) is a periodic orbit of (1). To see this, multiply (1) by \( J \) from left to get

\[
J x + J \dot{x} = M \varphi(J x)
\]

where we noted that \( JM = MJ \) due to \( J, M \in \mathbb{O} \), and \( J \varphi(x) = \varphi(J x) \) because \( \varphi \) is diagonal and \( J \) is a permutation. Thus, \( \hat{x}(t) \) is also a periodic orbit of (1). It now follows that \( \hat{\xi}(t) := R^T \hat{x}(t) = \Phi \xi(t) \) is a periodic orbit of (8).

APPENDIX II
PROOFS

Proof of Lemma 2.1: Noting that

\[
n \theta_k = 2 \pi k, \quad \cos((n - i) \theta_k) = \cos(-i \theta_k)
\]

\[
\sin((n - i) \theta_k) = \sin(-i \theta_k)
\]
we see that the \((i,j)\) entry of \(O(c_k)\) and \(O(s_k)\) are given by \(\cos((j-i)\theta_k)\) and \(\sin((j-i)\theta_k)\), respectively. It can then be verified from trigonometric identities that
\[
O(c_k) = c_k s_k^T + s_k c_k^T, \quad O(s_k) = c_k s_k^T - s_k c_k^T.
\]
The result (7) now follows from linearity of \(O(\cdot)\).

To show the latter part, define
\[
e_k := [e^{i\theta_k} \quad e^{i2\theta_k} \quad \ldots \quad e^{i(n-1)\theta_k}]^T, \quad z_k := e^{i2\theta_k},
\]
and note that
\[
z_k \neq 1, \quad z_k^2 = 1, \quad \|e_k\|^2 = n,
\]
\[
e_k^T c_k = \sum_{i=1}^{n} z_k^i (1 - z_k^2) = \frac{z_k - 1}{1 - z_k} = 0.
\]

Then, the result follows from
\[
\begin{bmatrix} s_k & c_k^T \\ c_k & s_k^T \end{bmatrix} = \frac{1}{2} \begin{bmatrix} \|e_k\|^2 + \Re(e_k^T e_k) & \Im(e_k^T e_k) \\ \Im(e_k^T e_k) & \|e_k\|^2 - \Re(e_k^T e_k) \end{bmatrix}
\]
where \(\Re(\cdot)\) and \(\Im(\cdot)\) denote the real and imaginary parts, respectively.

**Proof of Lemma 3.1:** By Lemma 1.2, the system (8) has a unique equilibrium point \(\xi = 0\). The linearized system around the origin is given by
\[
\xi + \dot{\xi} = \frac{\varphi'(0)}{h_o} \begin{bmatrix} 1 & \omega_o \\ \omega_o & 1 \end{bmatrix} \xi
\]
where we noted that \(R^T R = (n/2)I\). Since \(0 < h_o < \psi'(0)\), the matrix \(\varphi'(0)(n/2)\Omega - I\) has eigenvalues in the open right half plane. Therefore, the equilibrium point \(\xi = 0\) is unstable.

On the other hand, the trajectory \(\xi(t)\) can be viewed as the output of a stable transfer function \(\Omega/(1 + s)\) with input \(u := R^T \varphi(R\xi)\). Since \(u\) is always bounded due to boundedness of \(\varphi\), every trajectory is bounded. Hence, by [25, Lemma 3.1], a nontrivial trajectory converges to a positive limit set, which contains no equilibrium point because there is a single unstable equilibrium point. Hence, by the Poincaré–Bendixson theorem [25, Th. 7.1, p. 290], the positive limit set is a periodic orbit.

**Proof of Lemma 3.2:** By [25, Corollary 7.1], the closed periodic orbit \(\xi(t)\) must encircle the equilibrium point (the origin). Hence, it can be given by (12) for some periodic function \(r(t) > 0\) (let \(T\) be the period) and for some function such that \(\theta(t + T) = \theta(t) \pm 2\pi\) where the sign of \(\pm\) is negative/positive if the orbital trajectory is clockwise/counterclockwise. To determine the direction of the orbit, note that
\[
2\dot{\theta} = c^T S \xi = \frac{2}{nh_o} (f(\xi) + \omega_o g(\xi))
\]
where \(f(\xi), g(\xi), \) and \(S\) are defined in (10). Since \(h_o > 0, g(\xi) > 0\), and \(|\omega_o g(\xi)| \geq |f(\xi)|\) by Lemma 1.2, we see that \(\theta(t)\) does not change its sign over time, and the sign of \(\dot{\theta}(t)\) is same as the sign of \(\omega_o\).

Fix a periodic orbit \(\xi(t)\) of the planar system (8). From Lemma 1.3, \(\xi(t) := \Phi(\xi(t)\) is also a periodic orbit. We claim that these orbits are identical, i.e., \(\mathcal{X} = \hat{\mathcal{X}}\) where
\[
\mathcal{X} := \{\xi(t) : t \in \mathbb{R}\}, \quad \hat{\mathcal{X}} := \{\hat{\xi}(t) : t \in \mathbb{R}\}.
\]
To see this, first note that the orbit \(\hat{\mathcal{X}}\) is obtained by rotating the orbit \(\mathcal{X}\) by \(\theta_k\) around the origin. On the other hand, each of the orbits must encircle the origin, and the angle \(\theta\) of \(\xi(t)\) is a monotonic function of time as shown earlier. Hence, the two orbits can be characterized as
\[
\mathcal{X} = \{\rho(\vartheta) [\cos \vartheta \quad \sin \vartheta]^T : \vartheta \in \mathbb{R}\}
\]
\[
\hat{\mathcal{X}} = \{\rho(\vartheta + \theta_k) [\cos \vartheta \quad \sin \vartheta]^T : \vartheta \in \mathbb{R}\}
\]
for some positive continuous \(2\pi\)-periodic function \(\rho\). Since \(\rho\) is continuous and periodic, there exists \(\vartheta_o\) such that \(\rho(\vartheta_o) = \rho(\vartheta_o + \theta_k)\). This means that there is an intersection of the two orbits \(\mathcal{X}\) and \(\hat{\mathcal{X}}\), which, in turn, implies that the two orbits must be identical.

We now see that there exists \(\tau \in \mathbb{R}\) such that
\[
|\tau| < T, \quad \xi(t) = \hat{\xi}(t + \tau) = \Phi(\xi(t + \tau)) \quad \forall t
\]
\[
\Rightarrow r(t) = r(t + \tau), \quad \theta(t) = \theta(t + \tau) + \theta_k \quad \forall t
\]
\[
\Rightarrow \theta(t + n\tau) = \theta(t) - n\theta_k = \theta(t) - 2n\pi \quad \forall t.
\]
Since \(\theta(t)\) is monotonic and it takes \(T\) seconds for \(\theta(t)\) to travel the distance of \(2\pi\), we have \(n\tau = \pm kT\) where \(\pm\) is taken opposite to the sign of \(\omega_o\) due to (13). The result follows by defining \(\tau_k := |\tau|\).

**Proof of Lemma 3.3:** The system (8) can be described in the polar coordinate (12) as
\[
r \dot{r} = \xi^T \xi = \frac{2}{nh_o} (g - \omega_o f) - r^2,
\]
\[
r^2 \dot{\theta} = \xi^T S \xi = \frac{2}{nh_o} (f + \omega_o g)
\]
(39)
where \(f, g, S\) are defined in (10). The functions \(f, g\) can also be described by (38). With a slight abuse of notation, we write \(f(r, \theta)\) to mean \(f(r \cos \theta, r \sin \theta)^T\), and similarly for \(g(\cdot, \theta)\). We will first prove the following properties
\[
|f(r, \theta)| \leq 4\pi kr^2 \quad (40)
\]
\[
|g(r, \theta) - g(r, \vartheta)| \leq 4\pi kr^2 \quad (41)
\]
\[
\frac{\partial}{\partial \vartheta} \left( \frac{g(r, \vartheta)}{r^2} \right) \leq 0 \quad (42)
\]
for all \(\theta, \vartheta \in \mathbb{R}\) and positive \(r \in \mathbb{R}\). To show (41), note that \(g\) is \(\theta_k\)-periodic in the second argument
\[
g(r, \theta + \theta_k) = g(r, \theta) \quad (43)
\]
which can be verified using the identities:
\[
g_{i+1}(r, \theta) = g_i(r, \theta), \quad g_i(r, \theta + \theta_k) = g_{i-1}(r, \theta). \quad (44)
\]
By the mean value theorem, for each \(\theta, \vartheta \in \mathbb{R}\), there exists \(\eta_i \in \mathbb{R}\) such that
\[
g_i(r, \theta) - g_i(r, \vartheta) = \frac{\partial g_i}{\partial \vartheta} (r, \eta_i)(\theta - \vartheta).
\]
Let
\[ s_i := r \sin(\theta_i + \eta_i), \quad c_i := r \cos(\theta_i + \eta_i). \]
Then, using part 5) of Assumption 2,
\[ |g_i(r, \theta) - g_i(r, \theta)| = \frac{\partial g_i(r, \theta)}{\partial \theta} |(s_i c_i \psi'(s_i) + c_i \psi(s_i))(\theta - \theta)| \leq \sum_{i=1}^{n} 2r^2 |\psi(s_i)| \leq 2r^2 |\theta - \theta|. \]
Noting the periodicity (43) and taking the summation over \( i \in \mathbb{Z} \), we have
\[ |g(r, \theta) - g(r, \theta)| \leq \sum_{i=1}^{n} 2r^2 \theta_k = 4\pi kr^2 \]
proving (41).

To prove condition (40), note that
\[ |f(r, \theta) - f(r, \theta)| \leq 4\pi kr^2 \] holds for all \( \theta, \theta, r \in \mathbb{R} \) such that \( r > 0 \), which can be shown in a manner similar to (41). It then suffices to prove that \( f(r, 0) = 0 \). Note that (44) holds when \( g \) is replaced by \( f \), and hence, we have
\[ f_i(r, 0) = f_{i-n}(r, 0) = -f_{n-i}(r, 0) \]
\[ f(r, 0) = \sum_{i=1}^{n} f_i(r, 0) = \sum_{i=0}^{n-1} f_{n-i}(r, 0) = \sum_{i=1}^{n} f_{n-i}(r, 0). \]
Therefore,
\[ f(r, 0) = \frac{1}{2} \sum_{i=1}^{n} [f_i(r, 0) + f_{n-i}(r, 0)] = 0. \]

Finally, condition (42) simply follows from
\[ \frac{\partial}{\partial r} \left( \frac{g(r, \theta)}{r^2} \right) = \sum_{i=1}^{n} \frac{2r^2}{r^3} \left( \psi'(x_i) - \frac{\psi(x_i)}{x_i} \right) \leq 0 \]
with \( x_i := r \sin(i \theta_k + \theta_2) \) and noting part 6) of Assumption 2.

We now prove (15) using (39)–(42). Let \( (\hat{r}, \hat{\theta}) \) be a limit cycle orbit defined by (8) and (12). Then, it satisfies (39), which can be rewritten as
\[ \dot{\hat{r}} = \gamma - \omega_o \rho, \quad \dot{\hat{\theta}} = \omega_o \rho + \omega_o \gamma \]
\[ \gamma(r, \theta) := \frac{2g(r, \theta)}{n\hbar_o r^2} - 1, \quad \rho(r, \theta) := \frac{2f(r, \theta)}{n\hbar_o r^2}. \]

We claim that, with \( \mu_n := 8\pi k/(n\hbar_o) \):
\[ |\gamma(r, \theta)| \leq (1 + |\omega_o|)\mu_n, \quad |\rho(r, \theta)| \leq \mu_n \quad \forall t \in \mathbb{R}. \] (46) The bound on \( \rho \) follows directly from (40). To prove the bound on \( \gamma \), let \( \hat{t} \in \mathbb{R} \) be a time instant at which the radius is maximum, i.e., \( r(t) \leq r(\hat{t}) \) for all \( t \in \mathbb{R} \), and define \( \hat{r} := r(\hat{t}) \), and \( \hat{\theta} := \theta(\hat{t}) \). Similarly, let \( \hat{t} \) be a time instant at which the radius is minimum, and define \( \tilde{r} \) and \( \tilde{\theta} \) as before. By the monotonicity property in (42), we have
\[ \gamma(\tilde{r}, \tilde{\theta}) \leq \gamma(r, \theta) \leq \gamma(\hat{r}, \hat{\theta}) \]
for all \( t \). Let \( (\hat{r}, \tilde{\theta}, \hat{\theta}) \) be either \( (\hat{r}, \hat{\theta}, \hat{\theta}) \) or \( (\hat{r}, \tilde{\theta}, \hat{\theta}) \). Then, noting that \( \dot{r}(\hat{t}) = 0 \), we have \( \gamma(\hat{r}, \hat{\theta}) = \omega_o \rho(\hat{r}, \hat{\theta}) \). Using (40), (41), and this relation:
\[ |\gamma(\hat{r}, \hat{\theta})| \leq |\gamma(\tilde{r}, \tilde{\theta})| + |\gamma(\hat{r}, \hat{\theta}) - \gamma(\tilde{r}, \tilde{\theta})| \leq (1 + |\omega_o|)\mu_n \]
Hence, we have the bound on \( \gamma \) as in (46). As a result
\[ \left| \frac{\dot{r}}{r} \right| \leq |\gamma| + |\omega_o \rho| \leq (1 + 2|\omega_o|)\mu_n \] (47)
\[ |\theta - \omega_o r| = |\rho| + |\omega_o \gamma| \leq (1 + \omega_o^2)\mu_n \] (48) hold for all \( t \). Now, consider the limit where \( n \) goes to infinity. If \( r \) approaches \( \alpha_o \), then the results follow by noting that \( \mu_n \) approaches zero. Hence, it remains to show \( r \to \alpha_o \). First, we note that \( \kappa(r) \) is a strictly decreasing function due to part 6) of Assumption 2. Thus, \( \alpha_o \) is uniquely determined by \( \kappa(\alpha_o) = h_o \).
Therefore, \( r \) approaches \( \alpha_o \) if and only if \( \kappa(r) \approx h_o \).

By definition of the describing function, we have
\[ \lim_{n \to \infty} \frac{2g(r, \theta)}{n^2 r^2} = \kappa(r) \] for all \( r > 0 \) and \( \theta \). On the other hand, when \( (r, \theta) \) is an orbit of (8)
\[ \lim_{n \to \infty} \frac{2g(r, \theta)}{n^2 r^2} = \lim_{n \to \infty} (\gamma(r, \theta) + 1)h_o = h_o \]
where we used (46). This completes the proof.
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