Direct Reconstruction of Functional Parameters for Dynamic SPECT
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Abstract

We have developed a dynamic SPECT method which allows the prevalent rotating camera systems to be used. In this method, the parameters of the time-activity curve in each pixel are recovered directly from the projection data, without first reconstructing a series of static images. Preliminary test results show that we can accurately recover time-activity curves for a simple model based on activity values expected for myocardial viability studies with fatty acid tracers.

1 Introduction

The ability to obtain functional information from the living human body has powerful implications in both the clinical and research environments. SPECT (Single Photon Emission Computed Tomography) and PET (Positron Emission Tomography) are recognized as among the imaging techniques best suited to investigate function, as they are sensitive to bio-distribution of radiopharmaceuticals within the body. In many cases, it is the change in these distributions with time that offers the most information about the underlying physiological processes. The purpose of dynamic imaging is to quantify these changes.

At present, clinical dynamic studies use sequences of images (reconstructed images in the case of SPECT and PET), in which each image is intended to represent the spatial distribution of the tracer at some particular moment. In planar imaging, curve fitting or compartmental analysis techniques can be applied directly to a region of interest (ROI) in the image or on a pixel by pixel basis to obtain dynamic information (for example [1, 2, 3]). Tomographic techniques which study kinetics of metabolic processes, such as PET [4, 5] or ring camera SPECT systems [6, 7], acquire all projections for each image simultaneously. The images can then be reconstructed using conventional methods and counts in ROIs analysed to estimate the kinetic parameters of the dynamic model.

For reasons of availability and cost, it would be beneficial to have tomographic dynamic imaging for conventional rotating camera SPECT. Two problems arise in a direct application of conventional dynamic imaging methods to rotating camera SPECT. First, because of the low sensitivity of the SPECT system, there is a tradeoff between image counts and resolution in time. In order to obtain sufficient count statistics data for each image in the sequence the projections must be collected over a relatively long time. Second, the activity distribution changes with time and the projections are not taken at the same moment in a rotating camera system. As a consequence, the projection sets used to reconstruct each of the images will not be consistent.

A recent study applied conventional image reconstruction methods to a rotating SPECT camera for dynamic analysis of IPPA metabolism in the myocardium [8]. Monoexponential functions were fit to ROI's in a sequence of five images each taken at 4, 12, 20, 28 and 36 minutes after injection. The time resolution in these studies is much worse than comparable planar studies, which can use four images per minute [2], and so does not allow determination of the fast element of fatty acid metabolism. In addition, the images are subject to reconstruction artifacts due to the change in activity during the data collection period.

Multi-detector systems, with up to three heads, have recently been introduced. Such systems have higher sensitivity and the ability to collect complete data sets more quickly than the prevalent single head cameras, which mitigates both problems outlined above. Exploitation of the capability of the new cameras to improve the performance of conventional dynamic imaging techniques applied to SPECT has been proposed for myocardial perfusion studies [9, 10, 11]. The method, however, remains limited by the rate of change of the radiopharmaceutical distribution relative to the time for acquisition of a complete projection set required to reconstruct an image. Also, multi-head systems are still not as widely available as single-head cameras.

An alternative approach is to estimate parameters of the dynamic model directly from the projection data, without image reconstruction. A method for directly reconstructing functional images has been described for PET [12], but the approach is sufficiently general that it can also be applied to rotating camera SPECT. Other direct reconstruction methods for tomography have focused on estimating the dynamic parameters in a specified ROI [13, 14, 15] or, recently, on determining both the ROI boundary and the
Here we present a dynamic imaging method for direct reconstruction of the functional parameters of a simple physiological model that can be used with standard rotating SPECT cameras. The main emphasis of our study is on clinical practicality. We attempt to develop an effective SPECT technique for the particular diagnostic problem of estimating the time-activity curves for IPPA metabolism in the myocardium. A starting point is a functional representation of changes in the activity distribution in the heart which was determined from the previous studies [2, 17, 18].

The basic question which is addressed in this paper is whether direct parameter reconstruction is a viable technique for clinical dynamic SPECT. In this respect the experimental conditions were modeled on protocols which are used in real life clinical situations. The activity values and time constants used here were based on values expected for myocardial viability studies estimated from planar studies. The simulated acquisition protocols met the restrictions of commonly used SPECT system, which can perform only a single 360 degree rotation.

The statistical noise in the data related to the limited number of counts available for the analysis is an important problem in SPECT imaging. In this respect the answer to the question of stability of parameter reconstruction method for very low and constantly decreasing count rates was considered essential and was emphasised in our study. We found that the direct reconstruction method could recover the dynamic parameters with reasonable accuracy, even from noisy data. Attenuation correction (using a known, homogeneous attenuating medium) was also tested with good results.

Our method assumes an explicit exponential functional form for the time-activity distribution for each pixel in the image. This approach is simpler than compartmental modeling, but is well justified for modeling IPPA metabolism in the myocardium by previous work in planar imaging [17, 18].

Another approach to direct parameter reconstruction recently proposed for SPECT estimates parameters of a compartmental model using sequential parameter estimation [19]. The compartmental model of the underlying dynamic function is more general than the explicit functional form assumed in our work and, arguably, provides more insight into the underlying physiological processes. The method, however, appears to have greater problems with stability, and it was not tested with noisy data. It also required 180 rapid, successive rotations of the camera, which is beyond the capability of most existing systems.

Although we consider in our investigation the application of the method to the heart studies, dynamic imaging methods potentially can be applied to any medical study in which changes in tracer concentration with time are of interest. For example, the renal extraction of tracers such as Tc-99m DTPA [20], and MAG3 [21] and the extraction of Xe-133 in proportion to cerebral blood flow [22, 23] are rapid processes in comparison with image acquisition time and could potentially benefit from dynamic SPECT.

2 Inconsistent Projections

As was noted, dynamic studies usually use a sequence of reconstructed images, each intended to represent the spatial distribution of the tracer at some particular moment, and determine kinetic model parameters from the activity values in regions of interest (ROI) in these images. This requires the assumption that the distribution stays constant over the time required to collect the projection set necessary for each image. Tracer distributions that change significantly during the collection time will produce inconsistent data as can be seen in Figure 1.

The simulated object (Figure 1a) consists of two squares of activity. In standard imaging the assumption is made that the activity remains constant in time during acquisition. Figures 1a,b,c illustrate this situation. The same object is shown in Figure 1d, but in this case activity is allowed to decrease exponentially during acquisition, with a half-life of 2.5 minutes in the top square and of 5 minutes in the bottom square. The figure presents the object after 10 minutes. Figures 1d,e,f illustrate the effect of changing activity. Total acquisition time was set to be 20 minutes in both situations. Figures 1b and 1e show the
sinograms corresponding to the data in Figures 1a and 1d respectively. The images were reconstructed using standard filtered backprojection procedure on a 16 × 16 grid. Figure 1e displays the image of the constant activity. Severe artifacts can be seen in Figure 1f which corresponds to the image of the object with changes in activity over the acquisition time.

3 Parameter Reconstruction

As discussed in the previous section filtered backprojection does not correctly reconstruct changing activity distributions. To address this problem, we have implemented direct reconstruction of time-activity curve parameters in each image pixel. The major difference between conventional iterative reconstruction methods and methods used in the parameter estimation approach is that the conventional methods construct a system of equations assuming the pixel values are constant, while we assume the activity in the pixel can be modelled as a parameterized function of time and solve the system of equations for the parameters. Consequently, the conventional methods solve a system of linear equations, while we must, in general, solve a system of nonlinear equations.

The data acquired in SPECT studies contain more information than is used. When the activity in the object changes in time, this change is reflected in the projection data and, since each projection is collected at a known time, we can use this additional information. A time dependent function, \( x_i(t) \), describes the activity in the ith pixel in the object. The following equation can be written for each projection bin by using these functions:

\[
\sum_i x_i(t_k) a_{ijk} = d_{jk}
\]

\[ j = 1, \ldots, \text{number of bins} \]
\[ k = 1, \ldots, \text{number of projections} \]

where \( a_{ijk} \) is the area of the intersection of the jth ray coming from the angle of the kth projection within the ith region of the heart and \( d_{jk} \) is the data collected in the jth bin within the kth projection (which implicitly specifies the time \( t_k \)).

The solution to the set of equations can be sought only when some model describing the decay of activity is assumed. In our case, a model proposed for planar studies has been used, where the time-activity curves are described by two exponential components, fast and slow, and a constant.

The number of photons \( x \) detected from the ith region of the heart at time \( t \) is modelled for fatty acid myocardial viability studies by [17]:

\[
x_i(t) = A_i e^{-\lambda_i t} + B_i e^{-\eta_i t} + C_i.
\]

This problem can be solved in three stages by a curve stripping method, using the fact that the fast component of the biological decay of the fatty acid tracer (related to decay constant \( \lambda \)) in the normal myocardium is much shorter than the slow component (related to \( \eta \)) [17]. Therefore the problem can be split into blocks, each of which can be solved separately. That is, when \( t \) is large, the constant \( C \) dominates Equation (2), and so \( C \) can be determined first in each region of the heart. When \( t \) is smaller, the term \( Be^{-\eta t} \) dominates \( Ae^{-\lambda t} \) and so \( B, \eta \) can be solved for next. Finally, we can solve for \( A, \lambda \) when \( t \) is very small.

The specific optimal intervals of time \( t \) can be determined experimentally. In our implementation we solve this last subproblem, assuming that the data are generated from a single exponential. Thus, our system of equations involves only the variables \( A_i \) and \( \lambda_i \).

In order to determine the values of \( A \) and \( \lambda \) from projection data \( d \) (which includes both the usual spatial information and the time the data was collected) in an ideal noise free setting, we have to solve the following nonlinear system of equations:

\[
\sum_i A_i e^{-\lambda_i t_k} a_{ijk} = d_{jk}
\]

\[ j = 1, \ldots, \text{number of bins} \]
\[ k = 1, \ldots, \text{number of projections} \]

Because for a realistic situation the number of equations exceeds the number of variables, the problem is overdetermined, and existence of a solution is not guaranteed. Furthermore, patient data is typically noisy and thus an exact solution to Eq. 3 is usually not achievable. To determine the optimal parameter values, we use a least squares method to minimize the norm of the residual. We have chosen to apply the Levenberg-Marquardt method of nonlinear least squares parameter estimation [25].

In the least squares formulation the goal is to minimize the norm of the residual:

\[
\min \left\{ \sum_{j,k} \left( \sum_i A_i e^{-\lambda_i t_k} a_{ijk} - d_{jk} \right)^2 : A_i, \lambda_i \in R \right\}. \quad (4)
\]

Since the Levenberg-Marquardt method is a Newton-like iterative technique, derivative information is required. The necessary gradient and approximate Hessians of the residual functional in Eq. 4 can be explicitly computed. In fact, the computational gradient and approximate Hessians of an approximate Hessian evaluation are the same as a single function evaluation and so it is not necessary, nor efficient, to use finite difference approximations for derivatives.

For numerical stability in the Levenberg-Marquardt algorithm, we scale the experimental data by the maximum of the data values, so that all data values are between zero and one. We also scale the data acquisition times to lie between zero and one. After convergence is achieved this procedure is reversed. These two scalings imply that during the computations the \( A \)’s and \( \lambda \)’s are roughly of unit order. In practice, we have found that this scaling dramatically improves convergence of the algorithm.
The convergence condition is set to be satisfied when either the residual value of Eq. 4 is smaller than a preset tolerance, or the difference in successive residuals is small. In our experiments, a tolerance of $10^{-4}$ is considered sufficient for satisfactory parameter estimation in the presence of noisy data. This tolerance level is partially justified by our scaling of the data. Numerical experimentation suggests that running the algorithm for a significantly larger number of steps than this criterion requires, causes the solutions to degenerate with respect to the error measure discussed in Section 4. We found that our stopping criterion has produced good results for the tests we have run, but more investigation of these important issues is needed.

A simple model of attenuation was implemented, both in data generation and in parameter reconstruction. With each image pixel, there was associated a certain attenuation factor depending only on the distance from the center of the pixel to the edge of a surrounding cylinder. (See discussion related to a simulated object 5 below.)

The parameter reconstruction algorithm incorporated three standard nonlinear least squares software packages which utilize various modifications of the Levenberg-Marquardt algorithm [26, 27, 28]. All three produced comparable results.

Application of these software packages provides sufficient speed of calculations for the simple models investigated in this study. However, for future applications using more complex models, faster methods will be necessary. A possible algorithmic improvement takes note that the structure of the equations is linear in $A$, $B$, $C$ and nonlinear in $\lambda$ and $\eta$. Two methods which take advantage of this structure are described in [29, 30]. These decrease the number of function evaluations by a factor of eight over conventional nonlinear least squares methods. We plan to incorporate these improvements in a future version of the code.

4 SPECT Experiments

In the experiments we used analytically generated data to simulate activity distributions that change in time and space. Since parameters can be easily modified in computer simulations, these were used to determine optimal limiting factors related to data acquisition. The goal of the experiments was to investigate the relationships among total initial activity, the rate of change of activity and the SPECT acquisition protocol. Simulation studies modeled data collection in a single 180 degree rotation of the camera. From these data we determined the parameters of monoexponential functions in pixels on grids of up to 16 by 16 pixels.

Each experiment consisted of the following stages:

1. Geometry (number and configuration of pixels), initial activity ($A$) and rate constant of changing activity distribution ($\lambda$) of the simulated object were chosen.

2. The complete set of projections was accumulated by summing the activity in the pixels along projection lines. For object 5 (see below) this procedure included attenuation. Each projection can be characterized by the angle and the time when it was acquired.

3. The number of counts in each projection bin was modified to simulate the effect of statistical noise (Gaussian distribution with variance equal to the number of counts in the bin) which corresponded to the modeled activity.

4. Our direct parameter reconstruction algorithm was applied to recover the parameters $A$ and $\lambda$. In experiments including attenuation, attenuation correction was incorporated into the reconstruction algorithm.

Objects with different geometries and different numbers of pixels were modeled. Each pixel in the object was considered to be an ROI in the heart with its particular initial activity and decay constants. Since it is required that the number of equations exceed the number of unknowns, we ensured that the total number of bins in the projections was greater than twice the number of image pixels. This requirement must be met when the patient data is acquired.

Five types of model objects were investigated. In each experiment, total data acquisition time was set to be 20 minutes. The effect of noise on the accuracy of the parameter reconstruction was studied. For each of the model objects, we generated data corresponding to total initial object activity of 500 through 100,000 counts per second. Initial count rate of 2000 counts per second would correspond to a typical injection of 10 mCi of radiopharmaceutical with 5% heart uptake and $10^{-4}$ detection efficiency of the camera. For objects 1, 2, 4 and 5 sixteen projections spanning 180° each with sixteen bins were used. Twenty six projections and twenty six bins were used for object 3.

Simulated Objects:

1. Uniform initial activity in a $4 \times 4$ object with identical half lifes of 4 minutes in each pixel.

2. Uniform initial activity in a $8 \times 8$ object with identical half lifes of 4 minutes in each pixel.

3. Uniform initial activity in a $16 \times 16$ object with identical half lifes of 4 minutes in each pixel.

4. Simulated heart model. An $8 \times 8$ object with 20 pixels containing equal initial activities (see Figure 3). The four quadrants had half lifes of 4, 6, 8, and 10 minutes.

5. Simulated heart model with attenuation. Tests using object 4 were repeated. The heart-like object was placed in a simulated cylinder of water ($\mu = 0.15 cm^{-1}$) with radius one pixel larger than the heart radius.
Table 1: Error for object 1 (uniform activity, 4 x 4 pixels).

<table>
<thead>
<tr>
<th>total initial activity</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>counts/second</td>
<td>mean</td>
</tr>
<tr>
<td>500</td>
<td>8.9E-1</td>
</tr>
<tr>
<td>1000</td>
<td>5.7E-2</td>
</tr>
<tr>
<td>5000</td>
<td>1.8E-2</td>
</tr>
<tr>
<td>10,000</td>
<td>1.1E-2</td>
</tr>
<tr>
<td>20,000</td>
<td>5.4E-3</td>
</tr>
<tr>
<td>30,000</td>
<td>4.9E-3</td>
</tr>
<tr>
<td>40,000</td>
<td>3.4E-3</td>
</tr>
<tr>
<td>100,000</td>
<td>1.3E-3</td>
</tr>
</tbody>
</table>

Table 2: Error for object 2 (uniform activity, 8 x 8 pixels).

<table>
<thead>
<tr>
<th>total initial activity</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>counts/second</td>
<td>mean</td>
</tr>
<tr>
<td>500</td>
<td>1.0</td>
</tr>
<tr>
<td>1000</td>
<td>6.0E-1</td>
</tr>
<tr>
<td>5000</td>
<td>1.3E-1</td>
</tr>
<tr>
<td>10,000</td>
<td>8.4E-2</td>
</tr>
<tr>
<td>20,000</td>
<td>7.6E-2</td>
</tr>
<tr>
<td>30,000</td>
<td>9.0E-2</td>
</tr>
<tr>
<td>40,000</td>
<td>6.6E-2</td>
</tr>
<tr>
<td>100,000</td>
<td>5.6E-2</td>
</tr>
</tbody>
</table>

5 Results

The results of experiments using simulated objects 1 and 2 are presented in Tables 1 and 2. The mean and variance of the cumulative error (eqn 5) of the distribution are calculated from 10 statistically independent experiments. As expected, the quality of parameter recovery depends on the activity in the object. A threshold activity can be identified above which substantial further improvements are not achieved. A large drop in the value of the variance is an indication that the threshold has been reached. For example, in Table 1 the variance decreases by a factor of almost 100 000 between the initial activity levels of 500 and 1000 counts per second.

This analysis is illustrated in Figure 2, where the time-activity curves of the simulated object 1, with initial total activity of 1000 and 10000 counts/second, are displayed. The dashed lines represent the true object time-activity curves and the reconstructed curves are plotted as solid lines. When the initial activity in the object was low the statistical noise decreased the accuracy of the reconstruction, which corresponds to a situation illustrated in the top part of Figure 2, where the quality of parameter re-

Figure 2: Examples of time-activity curves for each pixel of object 1. The dashed lines represent the true curves. The solid lines are calculated from the reconstructed parameters.

For each of these data sets 10 independent experiments were run.

In order to assess the accuracy of our reconstructions we needed a measure of the distance between two sets of \( A_i \) and \( \lambda_i \), the modelled \( \{A_i, \lambda_i\} \) and reconstructed \( \{\hat{A}_i, \hat{\lambda}_i\} \). Since we are attempting to match the time activity curves of the true parameters over the data acquisition time interval, we have chosen our measure to be the normalized sum over all reconstruction pixels of the integral of the squares of the difference of the time activity curves:

\[
\text{Error} = \sqrt{\frac{\sum_i \int (A_i e^{-\lambda_i t} - \hat{A}_i e^{-\hat{\lambda}_i t})^2 dt}{\sum_i \int (A_i e^{-\lambda_i t})^2 dt}}
\]  

(5)

where the integrals are taken over the acquisition times.

For each of the 10 experiments at each object activity level, we computed the reconstructed \( \hat{A}_i \)'s and \( \hat{\lambda}_i \)'s and found the mean and variance of the errors.
Table 3: Error for object 4 (heart-like, no attenuation).

<table>
<thead>
<tr>
<th>total initial activity</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>counts/second</td>
<td>mean var</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>1.2E-1 2.2E-3</td>
</tr>
<tr>
<td>1000</td>
<td>5.5E-2 6.9E-4</td>
</tr>
<tr>
<td>5000</td>
<td>1.2E-2 2.7E-5</td>
</tr>
<tr>
<td>10,000</td>
<td>5.6E-3 1.3E-5</td>
</tr>
<tr>
<td>20,000</td>
<td>2.1E-3 1.1E-6</td>
</tr>
<tr>
<td>30,000</td>
<td>1.7E-3 3.5E-6</td>
</tr>
<tr>
<td>40,000</td>
<td>1.5E-3 4.5E-7</td>
</tr>
<tr>
<td>100,000</td>
<td>6.0E-4 5.3E-8</td>
</tr>
</tbody>
</table>

Table 4: Error for object 5 (heart-like, with attenuation).

<table>
<thead>
<tr>
<th>total initial activity</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>counts/second</td>
<td>mean var</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>3.1E-1 3.3E-2</td>
</tr>
<tr>
<td>1000</td>
<td>2.0E-1 1.5E-2</td>
</tr>
<tr>
<td>5000</td>
<td>3.8E-2 6.3E-4</td>
</tr>
<tr>
<td>10,000</td>
<td>2.5E-2 1.1E-4</td>
</tr>
<tr>
<td>20,000</td>
<td>1.7E-2 2.6E-5</td>
</tr>
<tr>
<td>30,000</td>
<td>1.4E-2 3.1E-5</td>
</tr>
<tr>
<td>40,000</td>
<td>1.2E-2 2.3E-5</td>
</tr>
<tr>
<td>100,000</td>
<td>8.9E-3 1.4E-5</td>
</tr>
</tbody>
</table>

Recovery is inconsistent in the pixels. At the higher activity the parameter recovery is much better.

It should be noted that if the initial activity is distributed over a larger number of object pixels, the threshold activity is higher. Experiments using object 3 (16 x 16 pixels) yielded similar results with slightly higher threshold levels. The conclusion which can be drawn from this test is that when a patient study is planned, it will be necessary to determine the appropriate threshold levels.

Results of the analysis of object 4 (no attenuation) and object 5 (with attenuation) are presented Tables 3 and 4. This shape is more complex, with an area of zero activity in the center and four quadrants with different values of λ. In this case the recovery of parameters is better than for object 2, which is also simulated using an 8 x 8 grid of pixels. This is due to the fact that the activity in the heart-like model is only distributed among 20 pixels rather than 64 pixels and the time constants used here were on average longer than in the other models. Thus, the resulting total number of counts per pixel is higher for the same initial activity.

Figure 3 illustrates the effect of errors in reconstructed parameters for object 4 (with no attenuation) with a total initial activity of 10,000 counts/second. The first column of the figure displays the true object activity at different times during the acquisition, calculated using the true A and λ for each pixel. The images in the second column are created for the same times using the reconstructed parameters, Ā and ȳ. The difference image in the third column shows the error due to noise induced differences in the Ā's and ȳ's.

The results of experiments for the heart-like object with attenuation are summarized in Table 4. There is only a slight decrease in the accuracy of parameter reconstruction when compared to the same object without attenuation. This difference may be explained by the decrease in the total number of counts accumulated during acquisition due to the attenuation.

All of the tabulated results are summarized in Figure 4. Total number of counts collected during acquisition would, perhaps, be a more revealing test parameter than the initial object activity, however, this information is generally not available a priori before the study. In this respect, the heart-like object had a greater total number of counts acquired; thus the threshold level for good parameter recovery is lower.
We have demonstrated that the parameters of time-activity curves for a simple model can be recovered directly from the projection data, without reconstructing a time sequence of images. We have developed and tested an iterative method that combines time and spatial information to determine these parameters. This new method will allow dynamic studies to be performed on standard rotating SPECT cameras with only one or two heads.

A series of preliminary experiments was performed to investigate the count rate requirements of the method. Simulated data for different object geometries and total initial activity varying from 500 to 100,000 counts/second were used in the studies. The accuracy of the parameter recovery was good for object activities similar to those expected for myocardial viability studies. The effect of attenuation was included in the studies. The conclusion is that when the appropriate attenuation correction is applied the recovery was good for object activities similar to those expected by this effect, provided the sufficient number of counts are recorded.

More investigation is required to determine the optimum acquisition protocols for a particular activity and half-life. The performance of the numerical methods, including the speed of convergence and stopping criteria, should be investigated. Other models describing the change of activity, including the full equation 2 should be studied.

6 Conclusions

We have demonstrated that the parameters of time-activity curves for a simple model can be recovered directly from the projection data, without reconstructing a time sequence of images. We have developed and tested an iterative method that combines time and spatial information to determine these parameters. This new method will allow dynamic studies to be performed on standard rotating SPECT cameras with only one or two heads.

A series of preliminary experiments was performed to investigate the count rate requirements of the method. Simulated data for different object geometries and total initial activity varying from 500 to 100,000 counts/second were used in the studies. The accuracy of the parameter recovery was good for object activities similar to those expected for myocardial viability studies. The effect of attenuation was included in the studies. The conclusion is that when the appropriate attenuation correction is applied the recovery of the time-activity curve parameters is not influenced by this effect, provided the sufficient number of counts are recorded.

More investigation is required to determine the optimum acquisition protocols for a particular activity and half-life. The performance of the numerical methods, including the speed of convergence and stopping criteria, should be investigated. Other models describing the change of activity, including the full equation 2 should be studied.
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