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Abstract—The inverse fast Fourier transform (IFFT) method was proposed to alleviate the computational complexity of the additive sound synthesis method in real-time applications, and consists in synthesizing overlapping blocks of samples in the frequency domain. However, its application is limited by its inherent tradeoff between time and frequency resolution. In this paper, we propose an alternative to the inverse FFT method for synthesizing colored noise. The proposed approach uses subband signal processing to generate time–frequency noise with an autocorrelation function such that the noise obtained after converting it to time domain has the desired power spectral density. We show that the inverse FFT method can be interpreted as a particular case of the proposed method, and therefore, the latter offers some extra design flexibility. Exploiting this property, we present experimental results showing that the proposed method can offer a better tradeoff between time and frequency resolution, at the expense of some extra computations.
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I. INTRODUCTION

SOUND synthesis techniques can be broadly classified into two main approaches. The first consists of techniques based on physical models, which aim at simulating the physics of sound sources. The second consists of those based on signal models, which aim at reproducing perceptual effects independently of the physics of the source [1]. Physical models have been successfully applied for synthesizing environmental sounds, e.g., wind and fire noises [2], [3] or rolling sounds [4]. However, synthesis based purely on physical modeling is computationally expensive in general, which makes its implementation unrealistic for real-time applications. To go around this issue, a combined approach taking into account signal properties as well as physical considerations, was proposed in [5] for modeling percussion sounds. This hybrid approach was successfully applied for synthesizing sounds of solid contacts [6], liquids [7], and environmental sounds like wind and fire [8].

Within the category of signal models, linear ones present the great advantage that the synthesis parameters can be determined from the analysis of natural sounds [9]. A linear signal model called “sinusoids plus noise” represents a sound as a combination of a deterministic contribution (i.e., a sum of time-varying sinusoids, also called partials) and a stochastic contribution (i.e., a “time-varying filter” with a white noise entrance) [10]. This model has been successfully applied for analysis, transformation and synthesis of a wide class of musical and environmental sounds [10], [11]. Extensions of this approach for including the model of transients are also available [12], [13]. An alternative linear model called “colored noise by sum of sinusoids” (CNSS) was proposed in [14], and permits representing noisy sounds by summing short-time sinusoids with random frequencies and phases. Another approach called “bandwidth-enhanced sinusoidal model” or “spectral line broadening” permits synthesizing narrowband noise by modulating the phase of a sinusoidal component [15], [16].

Unfortunately, linear models, unlike nonlinear ones such as frequency modulation [17] or waveshaping [18], often suffer from a prohibitive computational cost, making them inappropriate for real-time applications. However, the high potential of applications provided by linear synthesis models made the reduction of the computational complexity a major challenge in the early 1990s. One of the most efficient approaches was proposed by Rodet and Depalle [19] who described the so-called “inverse fast Fourier transform” (IFFT) algorithm. This technique, initially designed for additive synthesis of slowly time-varying sinusoids, consists in approximating the time domain signal in the time–frequency domain. A study carried out in [20] concluded that IFFT is the most efficient additive synthesis method available. By providing a clever choice of the analysis window, this method permits a computational cost gain of approximately ten times compared to the time domain oscillator bank method [21]. A different approach for alleviating the computations in additive synthesis is proposed in [22], by approximating sine functions using polynomials. The complexity of this
method is proportional to the sum of the frequency of the sinusoidal components rather than the number of components.

A “sinusoids plus noise” synthesizer can be designed by including the generation of colored noise within the IFFT procedure [23], [21]. This is done by generating time–frequency noise using the envelope of the power spectral density (PSD) of the target signal. In [10] and [24], a line-segment spectral envelope is proposed, providing a flexible representation of the stochastic component, which accurate enough for sound synthesis applications. Additionally, the spectral segments can be evenly spaced on the equivalent rectangular bandwidth (ERB) scale to take into account some perceptual properties of human hearing [25]. In practice, synthesis of environmental sounds requires the generation of deterministic and stochastic signals with a wide range of temporal and spectral behaviors. For instance, sounds such as impacts [6], drops of water [7], or fire cracklings [8] have very sharp transients. On the other hand, noisy sounds such as wind whistling or fire hissing have very narrowband components which cannot be synthesized using sinusoids [8]. The IFFT method requires a synthesis window whose length matches that of the autocorrelation function. Thus, the window needs to be long to reproduce narrowband noise components, and consequently, cannot be used to generate short transient signals.

An approach for overcoming the limitation of the IFFT method consists in using different window lengths according to the type of sound [26]. However, as we show in Section VI-B, this approach does not permit the synthesis of short transients in narrow noisy components. Another approach consists in using the spectral line broadening idea described above when generating a sinusoid [27], [28]. However, as we show in Section V-C, the IFFT method permits changing the frequency of a sinusoid only once per frame. Therefore, this approach can only be used to generate very narrow noise components.

In this paper, we propose a more flexible technique for designing a time–frequency noise synthesizer, which overcomes the inherent tradeoff of the IFFT method. The proposed technique offers accurate resolutions both in time and frequency, using a single synthesis window, at the expense of some extra computations in comparison with the IFFT method. This technique can be used to generate colored noise with any arbitrary spectral shape, and is particularly suitable for generating narrowband noisy signals having sharp transients. It can be considered as a generalization of the IFFT algorithm, and uses the so-called subband technique [29]–[31] to generate time–frequency noise with an autocorrelation function such that, after the synthesis operation, results in noise with the desired PSD.

The paper is organized as follows. In Section II, we give an overview of the IFFT algorithm and in Section III we introduce the subband technique. In Section IV, we show how to use this technique for generating stationary stochastic sounds. In Section V, we compare the subband method with other existing approaches, and in particular we show how it can be considered as a generalization of the IFFT method. In Section VI, we explain how to use the subband technique for synthesizing nonstationary stochastic sounds, and we test the proposed scheme synthesizing realistic environmental sounds. Finally, we give concluding remarks in Section VII.

**Notation:** Throughout the paper, we will use the following notational convention: scalars are denoted using normal (i.e., non-bold) lowercase letters (e.g., $x$); and vector and matrix using lowercase bold letters (e.g., $\mathbf{x}$) and uppercase bold letters (e.g., $\mathbf{X}$), respectively. The $i$th entry of a vector $\mathbf{x}$ is denoted by $[\mathbf{x}]_i$, and the $i,j$th entry of a matrix $\mathbf{X}$ is denoted by $[\mathbf{X}]_{i,j}$. Finally, $\mathbf{X}^*$ denotes the complex conjugate of the matrix $\mathbf{X}$ and $\mathbf{X}^T$ denotes its transpose conjugate, i.e., $\mathbf{X} = \mathbf{X}^T$.

**II. TIME–FREQUENCY SYNTHESIS OF COLORED NOISE USING THE INVERSE FFT METHOD**

Using the IFFT method, a stochastic signal $y(t)$ is generated by the following overlap-add procedure:

$$y(t) = \sum_{k=-\infty}^{\infty} \sigma(t - kD) v_k(t - kD)$$  \hspace{1cm} (1)

where $\sigma(t), t \in \mathbb{Z}$ denotes the synthesis window which has tap size $M$ (i.e., $\sigma(t) = 0$ if $t < 0$ or $t \geq M$), $D$ denotes the synthesis hop size satisfying $D \leq M$, and the $k$th block of samples $v_k(t), t = 0, \ldots, M - 1$ is obtained doing the inverse fast Fourier transform of the $M$-dimensional random vector $\mathbf{v}(k)$, i.e.,

$$v_k(t) = \sum_{m=0}^{M-1} [\mathbf{v}(k)]_m e^{j2\pi \frac{mt}{M}}, \quad 0 \leq t < M.$$  \hspace{1cm} (2)

The short-time spectrum (STS) $\mathbf{v}(k)$ at block $k$ is in turn generated using the technique depicted in Fig. 1. More precisely, its $m$th component $[\mathbf{v}(k)]_m$ is given by

$$[\mathbf{v}(k)]_m = g(e^{j2\pi m}) [\mathbf{w}(k)]_m$$  \hspace{1cm} (3)

where $[g(e^{j2\pi m})]_m, \quad m = 0, \ldots, M - 1$ denotes the spectral envelope and $\mathbf{w}(k)$ is a white complex vector random process (i.e., a sequence of uncorrelated complex random vectors with uncorrelated entries) with Gaussian distribution.

![Fig. 1. Building the real and imaginary part of the stochastic STS $\mathbf{v}(k)$ at block $k$ by multiplying a given spectral envelope by two white noise sequences.](image-url)
A desired property for stochastic synthesis is that white noise is generated when \( g(e^{j2\pi m/M}) = 1 \) for all \( m = 1, \ldots, M \). This property is guaranteed if the z-transform \( \sigma(z) \) of the synthesis window \( \sigma(t) \) satisfies
\[
\sum_{m=0}^{M-1} \left| \sigma(e^{j(\omega + \frac{2\pi m}{M})}) \right|^2 = 1 \text{ for all } \omega \in [-\pi, \pi]. \tag{4}
\]

Remark 1: Since the real and imaginary components of \([w(k)]_{m+1}^-\) have Gaussian distributions, its magnitude and phase have Rayleigh and uniform distributions, respectively [32], [33]. Consequently, in [10], [25], [24], [27], [28], [23] the generation of the STS is simplified by letting \([\nu(k)]_m^+\) be a complex random variable with amplitude \( g(e^{j2\pi m/M}) \) and phase given by a random variable uniformly distributed in the interval \([0, 2\pi]\).

A central issue in the synthesis of colored noise using the IFFT method is its inherent tradeoff between time and frequency resolutions. On the one hand, synthesizing signals whose temporal envelope varies rapidly (transient signals) requires a short synthesis window (i.e., \( M < 128 \) with a sampling frequency of 44.1 kHz). On the other hand, synthesizing signals with a high frequency resolution (e.g., narrowband signals) requires a long synthesis window (i.e., \( M > 1024 \) at 44.1 kHz). As mentioned previously, the subband technique can be used to overcome this tradeoff at the expense of some extra computations. We give an overview of this technique next.

### III. Subband Method

The subband method was first proposed to alleviate the computational complexity of the time domain method in adaptive filtering applications [34], [35], and it found later applications in channel equalization [36], wideband noise control [37], beamforming [38], system identification [39], [31], etc. A recently proposed application is the efficient implementation of linear systems [40]–[42]. The idea is depicted in Fig. 2. The linear system \( g(z) \) is approximated by splitting the input signal \( x(z) \) into \( M \) subbands using the array of filters \( h_1(z), \ldots, h_M(z) \) [40], followed by a downsampling operation of factor \( D \) (i.e., one out of \( D \) samples is kept). In this way, the subband signal \( \Psi(z) = [\psi_1(z), \ldots, \psi_M(z)]^T \) is generated, which is called the subband representation of the signal \( x(z) \). The subband model is an \( M \times M \) transfer matrix \( \mathbf{S}(z) \) whose output is denoted by \( [\psi_1(z), \ldots, \psi_M(z)]^T \). The output signal \( y(z) \) is generated by upsampling \( \psi(z) \) by a factor of \( D \) (i.e., \( D-1 \) zero valued samples are added between every two samples), then filtering each component using the array of filters \( \mathbf{F}(z) = [f_1(z), \ldots, f_M(z)] \), and finally adding together all the resulting signals.

We will assume that the filters in the arrays \( h(z) \) and \( f(z) \) are finite-impulse response (FIR), having tap sizes \( l_h \) and \( l_f \), respectively. Also, to simplify the notation, and without loss of generality, we will assume that they are causal. The entries of the subband model \( \mathbf{S}(z) \) are FIR filters whose supports are defined by two matrices \( \mathbf{P}, \mathbf{Q} \in \mathbb{Z}^{M \times M} \) as follows: for each \( i, j = 1, \ldots, M \), \( [\mathbf{S}(z)]_{i,j} = 0 \) for all \( k \notin \{[\mathbf{P}]_{i,j}, \ldots,[\mathbf{Q}]_{i,j}\} \). The total number of parameters of the subband model \( \mathbf{S}(z) \) is denoted by \( l_s = \sum_{i,j=1}^{M} [\mathbf{Q}]_{i,j} - [\mathbf{P}]_{i,j} + 1 \). We assume

\[
\begin{align*}
\text{that the filterbanks are of Gabor type (i.e., there exists a prototype filter } h_1(z) \text{ such that, } h_m(z) &= h(2\pi(m-1)/M)z) \text{ for all } m = 2, \ldots, M \text{ and all } z \in \mathbb{Z}, \text{ and a similar condition holds for } f_m(z), \text{ } m = 1, \ldots, M \text{ for which a numerically efficient algorithm exists [43].}
\end{align*}
\]

The subband technique presents the advantage of significantly reducing the computational cost of a linear system implementation. In particular, using the algorithm in [43], and assuming that \( M \) is a power of two, so that an \( M \)-point FFT can be implemented with \( 2M\log_2 M \) (real) multiplications using the Radix-2 algorithm [44]. The implementation of either the analysis or the synthesis filterbank requires \( l_x + 2M\log_2 M/D \) real multiplications per time domain sample, where \( l_x \) stands for either \( l_h \) or \( l_f \). Also, the computation of \( \mathbf{S}(z) \) requires \( 4l_s/D \) (real) multiplications per sample.

### IV. Time–Frequency Synthesis of Stationary Colored Noise Using the Subband Method

In this section, we explain how the subband method can be used for synthesizing stationary colored noise. The technique described here will be used in Section VI to propose a technique for synthesizing nonstationary stochastic sounds.

Suppose we want to generate colored noise \( y(t) \) with a prescribed spectral envelope \( g(e^{j\omega}) \). We can do so using the subband method described above by letting \( x(t) \) be white noise, \( g(z) \) be a spectral factor of \( g(e^{j\omega}) \mathbf{P} \) and designing the subband configuration to minimize \( E\left\{ |y(t) - g(t)^2| \right\} \) \( E\cdot\cdot\cdot \) denotes expected value). To this end, we need to use the so-called polyphase representation [45].

#### A. Polyphase Representation

The polyphase representation of a scalar signal \( x(t) \) is the \( D \)-dimensional vector signal \( \mathbf{x}(k) \) defined by

\[
[\mathbf{x}(k)]_d = x(kD + 1 - d), \text{ for all } d = 1, \ldots, D
\]

Also, the polyphase representation of a linear system with impulse response \( g(t) \) is the \( D \times D \) impulse response matrix \( \mathbf{G}(k) \) defined by

\[
[\mathbf{G}(k)]_{d,e} = g(kD + e - d), \text{ for all } d, e = 1, \ldots, D \tag{5}
\]

The polyphase representation of an analysis filterbank with filters \( h_m(z), \text{ } m = 1, \ldots, M \) and downsampling factor \( D \), is the \( M \times D \) transfer matrix \( \mathbf{H}(z) \) defined by

\[
[\mathbf{H}(k)]_{m,d} = h_m(kD + d - 1) \tag{6}
\]
for all $m = 1, \ldots, M$ and $d = 1, \ldots, D$. Also, the polyphase representation of a synthesis filterbank with filters $f_m(z)$, $m = 1, \ldots, M$ and upsampling factor $D$ is given by $F^*(z)$, where $F(z)$ is defined in a way similar to (6).

If $h(z)$ is of Gabor type, and the prototype filter $h(z)$ is causal with tap size $l_h$, then its polyphase representation is given by [43]

$$H(z) = W_M A_{M, \ell_h} B_{l_h, D}(z)$$

where $W_M \in \mathbb{C}^{M \times M}$ is the discrete Fourier transform (DFT) matrix, i.e., $[W_M]_{k,l} = M^{-1/2} e^{-j(2\pi)/M} k^l$ and

$$A_{M, \ell_h} = \begin{bmatrix} I_M & I_M & \cdots & I_M \end{bmatrix}_{\frac{q}{\ell_h}}^{\ell_h} \tag{8}$$

$$B_{l_h, D}(z) = [I_D, \ldots, z^{p+1} I_D]_{\frac{q}{l_h}}^{l_h} \tag{9}$$

$$A_h = \text{diag}\{h(0), \ldots, h(l_h - 1)\} \tag{10}$$

with $p = \left\lfloor \frac{l_h}{D} \right\rfloor$, $q = \left\lfloor \frac{l_h}{M} \right\rfloor$, $\lfloor x \rfloor$ denotes the nearest integers greater than or equal to $x$, $I_M$ being the $M \times M$ identity matrix, $[X]_{\frac{q}{l_h}}^{l_h}$ denoting the matrix formed with the first $l_h$ columns of $X$, and $\text{diag}\{x_1, \ldots, x_q\}$ denoting the diagonal matrix with elements $\{x_1, \ldots, x_q\}$ in its main diagonal.

### B. Subband Model Design

Using the definitions above, the scheme in Fig. 2 can be expressed in polyphase form as follows:

$$y(z) = G(z)x(z) \tag{11}$$

$$\hat{y}(z) = F^*(z)S(z)H(z)x(z) \tag{12}$$

If $H(z)$ and $F(z)$ have left inverses (i.e., $H^*(z)H(z) = I$ and $F^*(z)F(z) = I$) where the superscript $\dagger$ denotes the (Moore–Penrose) matrix pseudoinverse [46]), then $\hat{y}(z) = y(z)$ is guaranteed if the subband model $S(z)$ is chosen as follows:

$$S(z) = F^*(z)G(z)H(z) \tag{13}$$

The number of computations required to process a subband signal using $S(z)$ depends on the number $l_S$ of nonzero entries. A drawback of (13) is that the obtained $S(z)$ has a large number of nonzero entries. In [47], this issue is addressed by using sparse approximation techniques to solve

$$S = \arg \min_S \|G - F^*SH\|_W \tag{14}$$

where $\|X\| = \langle X, X \rangle_W^{1/2}$

$$\langle X, Y \rangle_W = \frac{1}{2\pi D} \int_{-\pi}^{\pi} \text{Tr}\{X(e^{j\omega})W(e^{j\omega})Y^*(e^{j\omega})\}d\omega \tag{15}$$

and $W(z)$ is the polyphase representation of a user-supplied spectral weighting function $w(z)$. We summarize this result below, for a more detailed presentation see [47].

For each $m, n = 1, \ldots, M$ and $\tau \in \mathbb{Z}$, define the $D \times D$ transfer matrix

$$V_{m,n,\tau}(z) = F^*(z)U_{m,n,\tau}(z)H(z) \tag{16}$$

where the $M \times M$ impulse response $U_{m,n,\tau}(t)$ is defined by

$$[U_{m,n,\tau}(t)]_{i,j} = \begin{cases} 1, & i = m, j = n, t = \tau \\ 0, & \text{otherwise} \end{cases} \tag{17}$$

Then, $S(z)$ is computed using the following iterative procedure: let $G(0) = 0$. Then, at iteration $k$ we compute

$$\hat{G}^{(k)}(z) = \arg \max_{(m,n,\tau)} \frac{\langle G - \hat{G}^{(k-1)}, V_{m,n,\tau} \rangle_W}{\|V_{m,n,\tau}\|_W} \tag{17}$$

$$\hat{S}(k) = F^* \hat{S}(k) \tag{18}$$

$$\hat{S}(k) = \arg \min_{\text{supp}(S) = S(k)} \|G - F^*SH\|_W \tag{19}$$

where $S(k)$ is the set that includes the indexes $\{(m_l, n_l, \tau_l) : l = 1, \ldots, k\}$, and $\text{supp}(S) = S(k)$ means that the minimization with respect to $S$ is done over the matrices having zeros outside $S(k)$.

### C. Choice of Filterbanks

We need to provide choices for the filterbank prototypes $h_1(z)$ and $f_1(z)$. In the context of subband adaptive filtering, it was pointed out in [29] that a diagonal subband model leads to the most efficient subband configuration. In view of this, we choose $h_1(z)$ and $f_1(z)$ so that the nonzero entries of the subband concentrate on the main diagonal as much as possible. To this end, we point out the following fact which follows from ([31], Theorem 1).

**Lemma 1:** If the frequency response of the analysis filters $h_m(z)$, $m = 1, \ldots, M$ and the synthesis filters $f_m(z)$, $m = 1, \ldots, M$ satisfy the following

(C1) For each $m = 1, \ldots, M$, the supports of $h_m(e^{j\omega})$ and $f_m(e^{j\omega})$ are contained in the same interval $\sigma_m$ of measure $2\pi/D$.

(C2) The union $\bigcup_{m=1}^{M} \sigma_m$ of all $M$ supports cover the whole interval $[-\pi, \pi]$.

Then, the approximation error can be made arbitrarily small using a diagonal subband model of sufficiently large tap size.

In view of Lemma 1, $h_1(z)$ and $f_1(z)$ need to minimize their stop-band energy. Hence, we design $h_1(z)$ as follows:

$$h_1(z) = \arg \min_{h_1(z) : h_1(\tau)h_1(\tau+1)=1} \int_{-\pi/D}^{\pi/D} |h_1(e^{j\omega})|^2 d\omega$$

$$\int_{-\pi/D}^{\pi/D} |h_1(e^{j\omega})|^2 d\omega$$
and we choose \( f_1(z) = h_1(z) \).

V. COMPARISON BETWEEN SUBBAND AND OTHER AVAILABLE METHODS

A. Inverse FFT Method as a Particular Case of the Subband Method

In this section, we shall show that the IFFT method for synthesizing stochastic sounds (described in Section II) can be seen as a particular case of the subband method (described in Section IV-B).

The vector signal \( \mathbf{v}(z) \) in (3) can be written as

\[
\mathbf{v}(z) = \mathbf{\Delta}_g \mathbf{w}(z)
\]

(20)

where the \( M \times M \) diagonal matrix \( \mathbf{\Delta}_g \) is defined by

\[
\mathbf{\Delta}_g = \text{diag}\left\{ g(1), g(e^{i2\pi \frac{1}{M}}), \ldots, g(e^{i2\pi \frac{M-1}{M}}) \right\}
\]

(21)

Also, using (9) and (10), (1) and (2) can be jointly written in the polyphase domain as

\[
\mathbf{y}(z) = \mathbf{B}_{M,D}(z) \mathbf{\Lambda}_\sigma \mathbf{p}_M^{-1} \mathbf{v}(z)
\]

where \( \mathbf{y}(z) \) denotes the polyphase representation of the signal \( y(z) \), and the \( M \times M \) diagonal matrix \( \mathbf{\Lambda}_\sigma \) is defined by

\[
\mathbf{\Lambda}_\sigma = \text{diag}\{\sigma(0), \sigma(1), \ldots, \sigma(M-1)\}
\]

We want to show that (21)-(20) is a particular case of (12). From (8), we have that \( \mathbf{A}_{M,M} = \mathbf{I}_M \). Also, \( \mathbf{\Gamma}(t) = \sigma(t) \) implies that \( \mathbf{\Lambda}^*_M = \mathbf{\Lambda}_\sigma \). Then, from (21)-(20) and (7) we have

\[
\mathbf{y}(z) = \mathbf{B}_{M,D}(z) \mathbf{\Lambda}_\sigma \mathbf{p}_M^{-1} \mathbf{\Delta}_g \mathbf{w}(z)
\]

\[
= \mathbf{B}_{M,D}(z) \mathbf{\Lambda}^*_M \mathbf{\Lambda}^*_M \mathbf{\Delta}_g \mathbf{w}(z)
\]

\[
= \mathbf{\Sigma}^*(z) \mathbf{\Delta}_g \mathbf{w}(z)
\]

(22)

where \( \mathbf{\Sigma}^*(z) \) denotes the polyphase matrix of a Gabor filterbank with prototype \( \sigma(z) \).

Suppose now that \( x(t) \) in (12) is a white random process. Then, the correlation matrix \( \mathbf{R}_g(k) = \mathbf{E}\{\mathbf{\xi}(0)\mathbf{\xi}(k)^T\} \) of the subband signal \( \mathbf{\xi}(k) \) is given by

\[
\mathbf{R}_g(k) = 2^{-1}\{\mathbf{H}(z)\mathbf{\Phi}_g(z)\mathbf{H}^T(z)\}(k)
\]

\[
= 2^{-1}\{\mathbf{H}(z)\mathbf{H}^*(z)\}(k)
\]

\[
= 2^{-1}\{\mathbf{h}(z)\mathbf{h}^*(z)\}(kD)
\]

(23)

where \( \mathbf{\Phi}_g(z) = \mathbf{I} \) denotes the PSD of \( \mathbf{x}(t) \). The \( (m,n) \)th entry of \( \mathbf{h}(z)\mathbf{h}^*(z) \) is given by \( \mathbf{h}_m(z)\mathbf{h}_n^*(z) \). Therefore, if the filters \( h_m(z), m = 1, \ldots, M \) have narrow pass-bands, then \( \mathbf{R}_g(k) \) is close to the identity matrix up to a constant gain. Intuitively speaking, this means that \( \mathbf{\xi}(k) \) is an “almost white” vector random process.

Hence, from (22) and (23), we conclude that the IFFT method can be interpreted as the subband method where:

(C1) the synthesis filterbank prototype is chosen as \( f(z) = \sigma(z) \), and therefore the support of its impulse response is constrained to the interval \([0, M-1]\);

(C2) the subband model is designed using the diagonal matrix \( \mathbf{S}(z) = \mathbf{\Delta}_g \) instead of the design proposed in Section IV-B;

(C3) the input of \( \mathbf{S}(z) \) is the white random process \( \mathbf{w}(t) \) instead of the “almost white” random process \( \mathbf{\xi}(t) \) with correlation matrix \( \mathbf{R}_g(k) \) given by (23).

It is therefore clear that the subband method is more flexible than the IFFT method, in the sense that it allows dropping the constraints (C1), (C2), and (C3). In Section VI, we show how this extra flexibility can be exploited to obtain a better tradeoff between time and frequency resolution at the expenses of some extra computations.

B. Numerical Example

In this section, we introduce an example to illustrate how the subband method can be used to achieve simultaneously good time and frequency resolutions, at the expenses of some extra computations, when compared to the IFFT method. We generate colored noise with a prescribed spectral shaping function \( g(z) \). To this end we use the output of a digital waveguide model, which permits simulating a wave propagation in a bounded medium [48]. It is formed by a loop system containing a pure delay \( \Psi(z) = e^{-zd} \) representing the average propagation time needed by the wave to go back and forth between the extremities of the medium, and a linear filter \( \Upsilon(z) \) representing the dissipation and the dispersion phenomena. We have chosen \( d = 4.5 \) ms which corresponds to a tube of 75 cm long, and \( \Upsilon(t) \) to be a linear up-chirp function with frequency variation rate 2 \times 10^6 \text{ Hz/s.} \), whose amplitude decays exponentially with time-constant 1.3 ms. This simulates a highly dissipative and dispersive medium. The corresponding impulse and frequency responses are shown in Fig. 3. We compared the performances between the IFFT and the subband methods in terms of the spectral approximation error, which is measured by

\[
e = \frac{1}{K} \sum_{k=0}^{K-1} \left| \log_3 \Phi_g \left( \frac{2\pi fc k}{K} \right) - \log_3 \Phi_g \left( \frac{2\pi fc k}{K} \right) \right|^2
\]

(24)

where \( fc = 6 \) kHz, \( K = 8192, \Phi_g(\omega) = |g(e^{j\omega})|^2 \) denotes the target theoretical PSD and \( \Phi_g(\omega) \) is the PSD of 10 seconds of synthesized noise, estimated using Welch’s averaged modified periodogram spectral estimation method [49].

For the IFFT method we use different values of the synthesis window size \( M \) and a synthesis hop size of \( D = M/A = 32 \).

We design the synthesis window \( \sigma(t) \) using a digital prolate spheroidal sequence of order 0 and bandwidth \( 7\pi/M \) [50] (i.e., an FIR bandpass filter maximizing its energy inside the support \([-7\pi/M, 7\pi/M]\), while meeting a fixed energy constraint). This guarantees that, after multiplying \( \sigma(t) \) by a proper scaling factor, condition (4) is satisfied within a tolerance of 0.4 dB.

For the subband (SB) method we choose \( M = 128 \). To achieve a good time resolution we choose a tap size of \( I_f = 128 \) for the synthesis prototype \( f_1(z) \). As described in Section IV-C, \( f_1(z) \) needs to have a good attenuation outside its passband \([-\pi/D, (\pi/D)]\). We choose a downsampling factor of \( D = 32 \), which results in an attenuation outside \([-\pi/D, (\pi/D)]\) being 50 dB smaller than the peak response (a better attenuation can be achieved by choosing a smaller value for \( D \)). As mentioned in Section IV-C, we choose \( h_1(z) = f_1(z) \). The subband model \( \mathbf{S}(z) \) is designed using the iterative algorithm
Fig. 3. Target PSD $|g(e^{j2\pi f})|^2$ (left) and impulse response $g(t)$ of the target spectral envelope $g(z)$ (right).

Fig. 4. Energy distribution of the entries of $S(z)$. The energy of the $(m, n)$-entry is measured by $10 \times \log_{10} \left( \sum_{k=-\infty}^{\infty} |S(k,m,n)|^2 \right)$.

(17)–(19), where in view of (24), the spectral weight $w(z)$ is chosen as a low-pass filter with cutoff frequency 6 kHz. The iterations are stopped when the approximation error becomes smaller than 0.5, resulting in $S(z)$ having 438 coefficients. The energy distribution of the entries of $S(z)$ is shown in Fig. 4.

Following the explanation in Section III, the computation of the analysis filterbank requires 60 multiplications per sample, and the same cost applies for the computation of the synthesis filterbank. Also, since $g(z)$ is real-valued, only half the entries of $S(z)$ need to be computed. Hence, the computation of $S(z)$ requires 27 multiplications per sample, and the overall complexity of the subband method is of 147 multiplications per sample.

In Fig. 5, we show the PSD of the signals obtained using the SB method, as well as the IFFT method with $M = 8192$. We also include in the comparison the time-domain (TD) method obtained by directly convolving the input signal with the 8192-tap impulse response shown in Fig. 3(right). In Table I we compare the performances of these methods in terms of spectral approximation error, synthesis window length, and complexity. We see that the SB method offers an approximation error (i.e., a frequency resolution) similar to that of the 8192-point IFFT method, and a time resolution similar to that of the 128-point IFFT method, at the expense of some extra computations. Also, while the TD achieves the best approximation error and a time resolution of only one sample, it requires a very high number of computations when compared with the IFFT and the SB method.

The sound examples are available at http://www.lma.cnrs-mrs.fr/~kronland/TFSynth/sounds.html.

C. About the Use of Spectral Line Broadening

As mentioned in Section I, a narrow noise component can be generated using the spectral line broadening (SLB) technique. This technique consists in modulating the phase of a sinusoid with a random signal having the spectral shape of the desired noise component. A limitation of this technique, when used in combination with the IFFT method, is that the frequency of the sinusoid can only be changed once every $M$ samples. Hence, only very narrow noise components can be generated.

To illustrate this point we first generate narrowband noise whose power spectrum has the shape of a raised cosine function centered at 1723 Hz and having a bandwidth of 86 Hz. For the subband method we design the subband model $S(z)$ using the iterative algorithm (17)–(19), where the iterations are stopped once the attenuation outside the corresponding passband is 50 dB.
In a practical scenario, a target stochastic signal $y(t)$ is characterized by a time-varying power spectrum, or equivalently, as the output of a time-varying filter (spectral shaping function) with white noise at its input. A drawback of the subband synthesis technique described in Section IV is that the design of the subband model $S(z)$ corresponding to a given spectral shaping function $g(z)$ is very expensive. In this section, we use the result from Section IV to propose a scheme for synthesizing nonstationary stochastic sounds which avoids the aforementioned drawback. The design is presented in Section VI-A. In Section VI-B, we study its time and frequency resolutions, and compare them with those of the IFFT method. Finally, we evaluate the performance of the proposed design for synthesizing environmental sounds in Section VI-C.

### VI. Scheme for Synthesizing Non-Stationary Stochastic Sounds Using Subbands

Fig. 8. Scheme for subband-based stochastic sound synthesis.

As in (4), we need to guarantee that white noise is synthesized when $a_n(k) = 1$, for all $k \in \mathbb{Z}$ and all $n = 1, \ldots, N$. To achieve this, we choose $g_n(z)$, $n = 1, \ldots, 46$ as the following root raised cosine filters:

$$
g_n \left( e^{2\pi i (f - n) f_0 / f_s} \right) = \begin{cases} \sqrt{\frac{1}{2} \left(1 + \cos(\pi f)\right)}, & |f| < \frac{1}{2f_s} \\
0, & \text{otherwise}
\end{cases}$$

with $f_0 = 43$ Hz, and we choose the filters $g_n(z)$, $n = 47, \ldots, N$ (i.e., those having their passbands above dB smaller than its peak response. The resulting subband model has 103 nonzero (complex) parameters, and therefore its implementation requires about 13 multiplications per sample. For the SLB method we use a spectral-shaping filter of 412 taps, leading to a complexity equivalent to that of the SB method. We see in Fig. 6 that the spectra of the signals generated using both methods are approximately equivalent. However, this equivalence is broken when generating noise with a larger bandwidth. This can be seen in Fig. 7 where we generated a raised cosine-shaped noise band centered at 14529 Hz and having bandwidth 519 Hz. The SLB method is not able to generate this band, due to its large bandwidth.

Suppose we want to go around this limitation, without using the SB method, and while keeping a good time resolution (i.e., a short synthesis window). In principle, a possibility could be to use a hybrid approach in which narrow bands are generated using the SLB method while wide bands are generated using the 128-point IFFT method. However, the flexibility of this approach is limited. This is shown in Fig. 7 where we see that the generated noisy band is not only too wide for being synthesized by the SLB method, but also too narrow for being synthesized by the 128-point IFFT method.
2 kHz) as in (25) but replacing the linear scale by the ERB scale. The frequency responses of some of the resulting filters are shown in Fig. 9. For comparison purposes, we show in Fig. 10 the bandpass filters corresponding to each frequency band of the IFFT method with $M = 1024$ designed as described in Section V-B. Notice that in Fig. 9, the frequency response of all but the $n$th filter is zero at the center $f_n$ of the $n$th frequency band. This property guarantees that the sequence $a_n(k)$ controls the amplitude at $f_n$, and is not satisfied by the filters in Fig. 10.

As in Section V-B, the total computational cost of the analysis and synthesis filterbanks is of 120 multiplications per sample. The complete synthesis scheme consists of $N = 134$ subband models $S_n(z)$, $n = 1, \ldots, N$, each of which approximates a passband filter. For each $n$, the subband models $S_n(z)$ is designed using the iterative algorithm (17)–(19), where the iterations are stopped once the attenuation outside the corresponding passband is 50 dB smaller than its peak response. The resulting number of coefficients $I_n$ of the $n$th subband model is shown as a function of $n$ in Fig. 11. The total number of subband coefficients is $I_S = \sum_{n=1}^{N} I_n = 10572$. Hence, as explained in Section IV-B, the computation of the $N$ subband models $S_n(z)$, $n = 1, \ldots, N$ require 1322 multiplications per sample. Finally, the $N$ real-valued gains $a_n(k)$ need to be applied, once every $D = 32$ samples, at the output of each subband model $S_n(z)$. The application of these gains requires about 12 multiplications per sample, since the output of most subband models span only one subband. Hence, the overall computational cost of the proposed subband synthesis scheme is 1454 multiplications per sample. This complexity is significantly larger than those of the IFFT method shown in Table I. However, notice that the proposed scheme not only achieves simultaneously good time and frequency resolutions, but also, as shown in Fig. 9, it permits an accurate control of the amplitude of each frequency band. The complexity of this scheme can be alleviated by either reducing the number of frequency bands or relaxing the design of the bandpass filters $g_n(z)$, $n = 1, \ldots, N$ (e.g., to resemble the shape of a digital prolate spheroidal sequence as the bands generated by the IFFT method). To give an idea of the computational savings obtained by using subband processing, a time-domain implementation, where the input signal is directly convolved with the filters $g_n(z)$ (having the same stopband attenuation than $S_n(z)$), would require about $10^5$ multiplications per sample.

### B. Evaluation of Time and Frequency Resolutions

In this section, we study the time and frequency resolutions of the subband scheme designed in Section VI-A. To this end we synthesize a blurry sound effect on a glass impact which presents both, a short transient at the instant of the impact, and narrow spectral components during the decaying sound. The impact is applied at 0.1 s, and the blurry sound model consists of narrow (noisy) frequency bands at 1051, 1849, 3388, 5339, 7606, and 10163 Hz, whose amplitudes decay exponentially with time constants 4.948, 6.397, 10.78, 21.26, 47.49, and 110.4, respectively. The spectrogram of the sound synthesized using the proposed subband scheme is shown in Fig. 12. The time resolution of a synthesis scheme is given by the length of the synthesis window. This is because this length determines the time span on which a modification of the synthesis coefficients will have its effect. In the case of the subband synthesis...
scheme, this is given by the tap size \( I_f \) of the synthesis prototype \( f_1(z) \), i.e., 128 samples. The same time resolution is obtained using the IFFT method with \( M = 128 \) points. However, as shown in Fig. 13, this leads to a very poor frequency resolution. A frequency resolution similar to that of the subband synthesis scheme can be obtained using the IFFT method with \( M = 1024 \) points. This is shown in Fig. 14. However, this leads to a very poor time resolution, due to the long synthesis window.

To illustrate this point in more detail, we compare in Fig. 15 the impact transient response of the subband method with a reference impact transient waveform. This reference waveform is obtained by directly applying the desired subband gains \( a_n(k) \) in the time domain, i.e., after the synthesis filterbank, hence avoiding the delay introduced by the synthesis operation. A similar comparison for the IFFT method is given in Fig. 16, showing its slower transient response.

In order to quantify the quality of the transient response we use

\[
\varepsilon = \frac{\sum_{t=1}^{T}(y'_f(t) - y(t))^2}{\sum_{t=1}^{T}y'_f(t)^2}
\]

where \( y'_f(t) \) and \( y(t) \) denote the reference and synthesized signals, respectively. Using this measure on the transient responses shown in Figs. 15 and 16 we obtain \( \varepsilon = -27.15 \) dB for the subband method and \( \varepsilon = -10.32 \) dB for the IFFT method.

The reader can verify that the relevant aspects of the blurry effect on the glass impact sound (i.e., short transient and narrow components) were simultaneously reproduced by the subband method but not by the IFFT method, by listening at the synthesized sounds which can be found at http://www.lma.cnrs-mrs.fr/~kronland/TFSynth/sounds.html.

C. Environmental Sound Examples

In this section, we evaluate the performance of the proposed subband scheme when synthesizing environmental sounds. In the first example, we synthesize fire sound, on which three main contributions are identified. The first is the combustion, which is a narrow component at very low frequency. The second is the hissing, which consists of very narrow components at relatively high frequency (around 5 and 7.5 kHz), and the third is formed by the cracklings, which present very short transients. The spectrogram of the sound synthesized using the proposed subband scheme is shown in Fig. 17. A 128-point IFFT synthesis achieves a similar time resolution which is good enough for reproducing the crackling sounds. However, as shown in Fig. 18, the frequency resolution of this method is not enough for reproducing neither the combustion nor the hissing sound. Again, as shown in Fig. 19, these sounds are accurately synthesized using
a 1024-point IFFT method, but as shown in Fig. 20, this method suffers from a poor time resolution which is not enough for synthesizing crackling sounds.

Again, the reader can verify that the three components of the fire sound (i.e., combustion, crackling and hissing) were simultaneously reproduced by the subband method and not by the IFFT method, by listening at the sound examples at http://www.lma.cnrs-mrs.fr/~kronland/TFSynth/sounds.html. We have also made available in that web page other environmental sound examples including wave, wind, whoosh, stones, etc.

VII. CONCLUSION

Colored noise is an important aspect in the synthesis of musical and environmental sounds. Frequency-based synthesis methods, such as the IFFT method, substantially reduce the complexity of the additive model but suffer from an inherent tradeoff between time and frequency resolution. This severe constraint limits the use of this approach for synthesizing natural sounds where both transient and colored noises may coexist. In the aim of designing an environmental sound synthesizer based on a unique algorithm, we have proposed the subband (time–frequency domain) method as an alternative to the IFFT method. This method takes into account correlations in the whole time–frequency plane and can then be seen as a generalization of the IFFT method, offering extra design flexibility. To illustrate the potential of the subband method, we present synthesis examples clearly showing how the tradeoff between time and frequency resolution has been improved compared to the IFFT case, for which the time window size induces the frequency resolution. Thus, contrarily to the IFFT, we have shown that the subband method allows for synthesizing narrow band colored noises by using short windows compatible with the synthesis of audio transient signals.
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