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How Good is Quantized Model Predictive Control
with Horizon One?

Claus Müller, Daniel E. Quevedo, Member, IEEE, Graham C. Goodwin, Fellow, IEEE

Abstract— Model Predictive Control is increasingly being used
in areas where decision variables are constrained to finite or
countably infinite sets. Well known fields include Power Elec-
tronics, Signal Processing, and Telecommunications. Typically,
the applications utilize high speed sampling and, thus, there
is an incentive to reduce computational burden. One way of
achieving this is to use small optimization horizons. This raises
the question as to the optimality and performance of control
laws with short horizons. In this paper, we give necessary and
sufficient conditions for horizon one quantized model predictive
control to be equivalent to the use of larger horizons. We also
explore situations where horizon one is near optimal.

I. INTRODUCTION

Model Predictive Control (MPC) is having a major impact
on advanced control applications [1]–[5]. Initially, the focus
was mainly on process control problems having relatively
slow sampling rates. However, there has also been a recent
trend towards high speed applications, including the design
of switching laws for power electronics and drives [6]–[8],
subband coding in filter banks [9], and equalization of digital
communication channels [10].

A special feature of these applications is that the input
signal is constrained to take only a finite or countably infinite
number of values; e.g, ±1 dB in the case of inner loop
power control of cellular communication systems [11], or
finite switching states in power electronics. Unfortunately, the
associated optimization problems are inherently non-convex
and the computational burden grows, in general, exponentially
with the MPC optimization horizon. Thus, there is a strong
incentive to use small horizons. For example, in the area of
Power Electronics and Drives, almost all applications use a
horizon of length one, see [6].

This raises an important question: Can horizon one quan-
tized MPC ever be equivalent to larger horizon quantized
MPC? This would clearly be an important observation, if it
were true. A second question is that of quantifying the degree
of sub-optimality, in case horizon one quantized MPC is not
optimal. By way of background to the above question, we note
that necessary and sufficient conditions are known such that
horizon one MPC is equivalent to larger horizon optimizations
in cases when inputs are constrained to belong to a convex set
[12]. The situation when the inputs are constrained to belong
to finite or countably infinite sets is much more difficult.

In this paper we give necessary and sufficient conditions
for horizon one MPC to be equivalent to horizon N > 1
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MPC when the input is constrained to a countably infinite set.
Preliminary results of this type have been established by the
present authors in [13], [14]. The present paper goes beyond
[13], [14] by developing both necessary, and necessary and
sufficient conditions for optimality in the case of plants of
arbitrary order. The key novelty of the present work lies in
that we adopt a geometric analysis framework of the lattice
vector quantizers underlying the optimal solutions. We also
explore cases where horizon one quantized MPC gives nearly
the same performance as larger horizon optimizations. The
results are important in a range of applications since they give
reassurance to the use of horizon one MPC.

The remainder of this work is organized as follows: In
Section II, we give some background on MPC with quantized
inputs and formulate the question of optimality to be studied in
precise terms. Optimality is then treated for general situations
in Section III. Section IV then analyzes more specific cases.
Section V examines robustness of the results to small changes
in the system parameters. Examples are included in Section VI.
Section VII draws conclusions.

Notation: The superscript T refers to transpose. The set of
integers is denoted via Z and we define N+ := {1, 2, . . . }
and N0 := {0} ∪ N+. The symbol b·c stands for the Gauss-
bracket; that is, brc is the largest integer less or equal than r.
En denotes the n×n identity matrix. The symbol ek,N denotes
the k-th unit vector in RN ; for example, eT

1,N = (1, 0, . . . , 0).
The symbol | · | stands for the Euclidean norm; ‖ · ‖ denotes
any matrix norm compatible with the Euclidean norm. In
particular, ‖ · ‖2 refers to the matrix norm induced by the
Euclidean norm. The linear hull is denoted by Span. We
also recall that the linear hull of the empty set ∅ satisfies
Span ∅ = {0}. For any set X , ∂X denotes the boundary of
X , i.e, the closure without the interior: ∂X = X\Xo. The
superscript ⊥ denotes the orthogonal complement. Throughout
this work, we write ’iff’ instead of ’if and only if’.

II. MPC WITH QUANTIZED INPUTS

We will focus on systems described in discrete time via

x(` + 1) = Ax(`) + Bu(`), ` ∈ N0, (1)

where A ∈ Rn×n and B ∈ Rn are both nonzero, and x(`) ∈
Rn denotes the system state at time instant `. A key feature
of the problem of interest in this paper is that the plant input
in (1) is quantized to a countably infinite set. More precisely,
it is required to satisfy:

u(`) ∈ U, ∀` ∈ N0, (2)

U = δZ = {0,±δ,±2δ, . . .}, (3)

for a given stepsize δ > 0.
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A. Receding Horizon Optimization

When evaluating the input for the system (1) via MPC with
quantized inputs (as presented in [15], [16]), at every time
instant ` ∈ N0, and given the current plant state, say x(`) =
x0, the following quadratic cost function is minimized:

VN (x0, ~u
′) = (x′N )T P (x′N ) +

N−1∑
j=0

(x′j)
T Q(x′j) + R(u′j)

2.

(4)
In the above cost function,

~u ′ := (u′0, . . . , u
′
N−1)

T (5)

contains the decision variables, N ≥ 1 is the prediction
horizon, R ∈ [0,+∞), whereas P,Q ∈ Rn×n are positive
definite matrices. The cost in (4) examines predictions of the
future plant state trajectory. These depend upon (1) and ~u ′,
and are calculated via the prediction model:

x′j+1 = Ax′j + Bu′j , 0 ≤ j < N, (6)

where x′0 = x0 is the initial state. In accordance with (2),
the control sequence ~u is only allowed to take values in the
quantized set

UN := U× U× · · · × U.

Whilst the set of optimal control sequences, say

~u = arg min
~u ′∈UN

VN (x0, ~u
′), (7)

contains control inputs which are designed for time instants
{`, ` + 1, . . . , ` + N − 1}, following the receding horizon
optimization principle, see, e.g., [17], only the first element
of ~u is implemented, i.e., we have:

u(`) ∈ eT
1,N~u. (8)

At the next sampling instant, namely `+1, the state x(`+1)
is used to carry out another optimization, with initial state
x0 = x(` + 1). This yields u(` + 1). The above procedure is
repeated on-line and ad infinitum.

B. Closed Form Solution

In the sequel, we will utilize a known expression for the
optimizer ~u, which was presented originally in [15]. To state
this result, we introduce the matrices

ΦN =


B 0 . . . . . . 0

AB B 0 . . . 0
...

...
...

...
...

AN−1B . . . . . . AB B

 ∈ RNn×N ,

Q̂1 = P, Q̂N =


Q 0 . . . 0
...

. . .
. . .

...

0 . . . Q 0
0 . . . 0 P

 ∈ RNn×Nn,

R̂N =


R 0 . . . 0
0 R . . . 0
...

. . .
. . .

...

0 . . . 0 R

 ∈ RN×N , ΛN =


A

A2

...

AN



and also define the positive definite (N ×N)-matrix HN and
the (N × n)-matrix FN via:

HN := ΦT
N Q̂NΦN + R̂N ,

FN := ΦT
N Q̂NΛN .

(9)

Finally, let P(RN ) be the power set of RN and define the
multi-valued projection:

qeUN : RN → P(RN ) (10)

by x ∈ qeUN (y), iff x ∈ ŨN := H
1/2
N UN and |x− y| ≤ |z− y|

for all z ∈ ŨN . Note that qeUN (·) amounts to a (multi-valued)
lattice vector quantizer; see, e.g., [18].

Theorem 1 in [15] states that the optimizer (7) is provided
by the multi-valued mapping:

~u = H
−1/2
N qeUN

(
−H

−1/2
N FNx0

)
(11)

and hence the quantized MPC law, see (8), can be expressed
as the static non-linear mapping

u(`) ∈ κN (x(`)), (12)

κN (x) := eT
1,NH

−1/2
N qeUN

(
−H

−1/2
N FNx

)
. (13)

Choosing larger horizons N in the cost function will, in gen-
eral, give better closed loop performance than choosing short
horizons; see, e.g., [9], [10], [19]. Unfortunately, obtaining the
optimizer(s) in (11) requires that one solve a combinatorial
optimization whose search space is countably infinite [18]
and which impedes the use of large horizons in practical
applications. The purpose of the current paper is to obtain
conditions under which the horizon one version of the control
law (13) is equivalent, or nearly equivalent, to the horizon N
case, where N > 1. Our analysis will make use of geometric
properties of the partition induced by the projection defined
in (10).

C. The Horizon One Law

As an alternative to calculating the optimizing sequences
~u via (11), in the present work we will study the horizon
one version. The horizon one controller is obtained by setting
N = 1 in (13) and, therefore, has the special form:

κ1(x) = qU
(
−BT PAx/γ

)
, γ := BT PB + R. (14)

The quantizer qU(·) used in (14) gives the Euclidean projection
of −BT PAxj/γ on U.

For N > 1, calculating the horizon one laws in (14) requires
significantly less computations than finding the minimizer
in (7). However, it is by no means clear whether this simple
control policy gives the same performance as would be pro-
vided by the quantized MPC formulation for arbitrary horizons
N ≥ 2. In the remainder of this work, we will investigate this
question.

It is interesting to note that the horizon one law (14) can
be interpreted as a greedy algorithm for the finite horizon
optimization problem (7); see, e.g., [20]. Indeed, the paper
examines performance of this particular greedy algorithm.
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III. OPTIMALITY OF THE HORIZON ONE LAW

In this section we develop necessary, and necessary and
sufficient conditions for the horizon one controller to be
equivalent to the horizon N > 1 controller. We adopt the
following notion:

Definition 1 (Initial Optimality): If for all x0 ∈ Rn there
exist u1, . . . , uN−1 ∈ U such that the control sequence
(κ1(x0), u1, . . . , uN−1) yields the optimal cost VN (x0, ~u),
see (7), then we say that the horizon one law is initially optimal
for horizon N . �

It is worth emphasizing that, since the optimality notion
adopted here is global, and plant and cost are time-invariant,
initial optimality of the NCL does not depend on ` ∈ N0.

A crucial feature of quantized MPC as presented in Sec-
tion II is that the projection qeUN (·) used to characterize the
optimizer ~u in (11) partitions RN into Voronoi cells. This
motivates us to adopt a geometric approach, which is based
upon studying the sets

Lk =


[
− δ/2, δ/2

]
if k = 0(

(k − 1/2)δ, (k + 1/2)δ
]

if k > 0[
(k − 1/2)δ, (k + 1/2)δ

)
if k < 0

,

Qk =
{

z ∈ Rn

∣∣∣∣−BT PAz

γ
∈ Lk

}
, k ∈ Z,

M∗
k,N =

{
w ∈ RN

∣∣∣ kδ ∈ eT
1,NH

−1/2
N qeUN (w)

}
,

C∗
0,N =

{
w ∈ RN

∣∣ 0 ∈ qeUN (w)
}

.

(15)

Lemma 1: Consider the sets in (15) and the control laws
in (13) and (14). We then have:

1) The set C∗
0,N is the Voronoi cell of the lattice{

N∑
i=1

δkiH
1/2
N ei,N | ki ∈ Z

}
that contains 0; see, e.g., [21]. The zero control sequence
yields the optimal cost, iff −H

−1/2
N FNx0 ∈ C∗

0,N .
Moreover C∗

0,N is the intersection of all the half-spaces

J~k = {x ∈ RN | (2x−H
1/2
N

~k)T H
1/2
N

~k ≤ 0},
~k ∈ UN\{0}. (16)

2) For all z ∈ Rn, it holds that z ∈ Qk, iff kδ ∈ κ1(z).
3) For any x0 ∈ Rn, we have kδ ∈ eT

1 κN (x0), iff
−H

−1/2
N FNx0 ∈ M∗

k,N .
Proof: These properties follow directly from the defini-

tions.
Some additional geometrical features of the sets introduced
in (15) are established in the following lemma, whose proof
is included in Appendix A.

Lemma 2: Consider the sets defined in (15). We then have:
1) M∗

k,N = M∗
0,N + kδH

1/2
N e1,N .

2) M∗
k,N is closed.

3) M∗
0,N = C∗

0,N +
{∑N

k=2 δmkH
1/2
N ek,N

∣∣∣ mk ∈ Z
}

.

4) (M∗
k,N )o = M∗

k,N , i.e., the closure of the interior of
M∗

k,N equals M∗
k,N .

5) If k 6= l, then (M∗
k,N )o ∩M∗

l,N = ∅. �

The sets introduced above allow us to study initial optimal-
ity of the horizon one controller by using geometric tools. Our
first result is stated in Theorem 1:

Theorem 1: If N ≥ 2, then the horizon one controller is
initially optimal for horizon N , iff

−H
−1/2
N FNQk ⊂ M∗

k,N , ∀k ∈ Z. (17)

Proof: The result is immediate from Lemma 1.
Theorem 1 establishes necessary and sufficient conditions

for the horizon one controller to be initially optimal. Our
results apply to any horizon N > 1 and to LTI plants of any
order n ≥ 1. Unfortunately, condition (17) cannot be checked
in practice. Thus, the remainder of the paper is devoted to
establishing equivalent conditions which are checkable.

Before proceeding, we state Corollary 1.
Corollary 1: Suppose that the horizon one law is initially

optimal for horizon N . Then, the horizon one law is initially
optimal if, in (1), we replace A by −A and/or

B → TB and P → T−T PT−1 and Q → T−T QT−1, (18)

where T is invertible and commutes with A, i.e., it holds that
TA = AT . Moreover, initial optimality is independent of the
stepsize δ in (3).

Proof: If we replace A by −A in (1), then the new
problem data becomes H ′

N = SHNS, F ′
N = SFN , M ′∗

k,n =
−SM∗

k,n, and Q′
k = −Qk, where

S =


1 0 . . . 0

0 −1
. . .

...
...

. . .
. . . 0

0 . . . 0 (−1)N

 ∈ RN×N .

Likewise, if we apply the transformation as in (18), then the
new data becomes H ′

N = HN , M ′∗
k,N = M∗

k,n, Q′
k = TQk

and F ′
N = T−1FN . Replacing δ by δ′ only changes M∗

k,n to
(δ′/δ)M∗

k,n and Qk to (δ′/δ)Qk. The results now follow from
Theorem 1.

The next two lemmas give necessary conditions for initial
optimality of the horizon one law.

Lemma 3: If the horizon one law is initially optimal for
horizon N , then it is necessary that

H−1
N FN (Ker BT PA) ⊆ Span(e2,N , . . . , eN,N ). (19)

Moreover, if FN is onto, then we have equality in (19).
Proof: See Appendix B.

Lemma 4: Suppose that BT PA 6= 0 and define

wN :=
γ

|AT PB|2
H
−1/2
N FNAT PB.

Then −H
−1/2
N FNQk = H

−1/2
N FN (Ker BT PA) + LkwN ,

∀k ∈ Z. If, in addition, the horizon one law is initially optimal
for horizon N , then

eT
1,NH

−1/2
N wN = 1. (20)

Proof: See Appendix C.
We note that the necessary condition (20) given above

is very easy to check, since it only involves elementary
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matrix calculations. As will become apparent in the following
section, we can simplify the necessary and sufficient condition
provided by Theorem 1 in some specific situations.

IV. PARTICULAR CASES

In Section III we established conditions for the horizon one
law to be initially optimal which hold in general situations.
However, these conditions are not always easy to check. Thus,
in the sequel, we will study several special cases, where the
conditions simplify considerably.

A. Situations where FN is onto

Here we focus on instances where the horizon is less than
or equal to the state dimension (i.e., where N ≤ n) and, in
particular, study situations where FN defined in (9) is onto.
To derive our subsequent results, we let q

(i)
N , 1 ≤ i ≤ N be

the Euclidean projection of H
1/2
N ei,N on

H
−1/2
N Span(e1,N , . . . , ei,N )

=
[
Span(H1/2

N ei+1,N , . . . ,H
1/2
N eN,N )

]⊥
.

In particular, we have

q
(1)
N =

H
−1/2
N e1,N

eT
1,NH−1

N e1,N

. (21)

We furthermore define

SN := H
1/2
N Span(e2,N , . . . , eN,N ) + L0q

(1)
N

and state the following lemmas:
Lemma 5: Suppose that the set (b1, . . . , bN ) is some or-

thonormal basis of RN . If µ ∈ R, and c > 0 are such that{
µb1 +

N∑
k=2

λkbk

∣∣∣∣∣ λk ∈ [−c, c]

}
⊂ ∂C∗

0,N ,

then there exists some p ∈ UN such that 2µb1 = H
1/2
N p.

Proof: See Appendix D.
Lemma 6: The set (q(1)

N , . . . , q
(N)
N ) is an orthogonal basis

of RN , and

SN = Span
(
q
(2)
N , . . . , q

(N)
N

)
+ L0q

(1)
N .

Proof: Define c′1 = H
−1/2
N e1,N and c1 = c′1/|c′1|.

If for some 1 ≤ l < N the orthonormal basis
(c1, . . . , cl) of H

−1/2
N Span(e1,N , . . . , el,N ) is found, we

let c′l+1 be the Euclidean projection of H
−1/2
N el+1,N on

(Span(c1, . . . , cl))⊥ = Span(H1/2
N el+1,N , . . . ,H

1/2
N eN,N ).

Define cl+1 := c′l+1/|c′l+1|. Then (c1, . . . , ci) is an orthonor-
mal basis of H

−1/2
N Span(e1,N , . . . , ei,N ) for all 1 ≤ i ≤ N ,

and
cT
l H

1/2
N ei,N = 0, if 1 ≤ l < i ≤ N. (22)

Thus,

q
(i)
N =

i∑
k=1

(
ei,NH

1/2
N ck

)
ck =

(
eT
i,NH

1/2
N ci

)
ci.

Since eT
i,NH

1/2
N ci 6= 0, it follows that (q(1)

N , . . . , q
(N)
N ) is an or-

thogonal basis. The remainder of the proof is straightforward.

Lemma 7: Let FN be onto and BT PA 6= 0. Then, neces-
sary conditions for initial optimality of the horizon one law
are:

1) (M∗
k,N )0 ⊂ −H

1/2
N FNQk ⊂ M∗

k,N , for all k ∈ Z.
2) SN = M∗

0,N .
Proof: 1) Let z ∈ (M∗

k,N )0. Since FN is onto, we have
RN =

⋃
l∈Z−H

−1/2
N FNQl. Thus, there exists some l ∈ Z

and some w ∈ Ql such that z = −H
−1/2
N FNw. By (11) we

have lδ ∈ κ1(w) = eT
1,NH

−1/2
N qeUN (z), so that z ∈ M∗

l,N .
Lemma 2 then gives k = l, which shows 1).

2) Lemmas 2, 3, 4 and 6 establish that

M∗
0,N = (M∗

0,N )0 = −H
−1/2
N FNQ0

= H
1/2
N Span(e2,N , . . . , eN,N ) + L0wN .

We, thus, obtain:

v ∈ M∗
0,N ⇔ ∃µ ∈ L0 :

v − µwN ∈ H
1/2
N Span(e2,N , . . . , eN,N )

=
[
Span(H−1/2

N e1,N )
]⊥

⇔ ∃µ ∈ L0 : eT
1,NH

−1/2
N (v − µwN ) = 0

⇔ ∃µ ∈ L0 : eT
1,NH

−1/2
N v = µ

⇔ ∃µ ∈ L0, ∃λ2, . . . , λN ∈ R :

v = µq
(1)
N +

N∑
k=2

λkH
1/2
N ek,N ⇔ v ∈ SN .

This proves the result.
The above technical results allow us to state Theorem 2. It

gives necessary and sufficient conditions for the horizon one
law to be initially optimal for situations where FN is onto.

Theorem 2: Let N ≥ 2, let FN be onto and BT PA 6=
0. Then, the necessary and sufficient conditions for κ1 to
be initially optimal for horizon N are that the following 3
conditions hold:

1) q
(1)
N ∈ ZN ,

2) FN (Ker BT PA) = HN Span(e2,N , . . . , eN,N ),
3) γeT

1,NH−1
N FNAT PB = |AT PB|2.

Proof: See Appendix E.
We note that, using Cramer’s rule, 1) in Theorem 2 is equiva-
lent to, see (21), det H

(1,l)
N / det H

(1,1)
N ∈ Z, ∀l ∈ {1, . . . N},

where H
(1,l)
N is HN after omitting the first row and the l-th

column; in 2), the equality can be replaced by ⊂; 3) means
that eT

1,NH
−1/2
N wN = 1.

B. Plant Models where B belongs to the image of A

Throughout this section, we assume that, in the model (1),
we have B ∈ Im A. This is actually a common case since A
is always nonsingular when the model arises from sampling
a continuous-time system. Our first result, namely Lemma 8,
establishes necessary and sufficient conditions for the special
case where R = 0.
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Lemma 8: Let R = 0 and B = Aµ for some µ ∈ Rn.
Then the horizon one law is initially optimal for horizon N ,
iff −H

−1/2
N FNQ0 ⊂ M∗

0,N .
Proof: See Appendix F.

Next, we return to the general case R 6= 0. Theorem 1
establishes that the horizon one law is initially optimal, iff
−H

−1/2
N FNQk ⊂ M∗

k,N for all k ∈ Z. Since, by Lemma 2,
we have

H
−1/2
N M∗

k,N = H
−1/2
N C∗

0,N

+ δ
{(

k, m2, . . . ,mN

)T ∣∣∣m2, . . . ,mN ∈ Z
}

,

where M∗
k,N is closed, it turns out that the condition in

Theorem 1 is equivalent to the requirement:

∀k ∈ Z,∀w ∈ Q0
k,∃m2, . . . ,mN ∈ Z :

−H−1
N FNw −

(
k, m2, . . . ,mN

)T ∈ H
−1/2
N C∗

0,N . (23)

On the other hand, C∗
0,N =

⋂
~k∈UN

J~k, where J~k is as in (16).

This implies that x ∈ H
−1/2
N C∗

0,N , iff xT HN
~k ≤ ~kT HN

~k/2
for all ~k ∈ UN . Thus, (23) is equivalent to

∀k ∈ Z,∀w ∈ Q0
k,∃m2, . . . ,mN ∈ Z,∀~k ∈ UN :

~kT

FNw + δHN


k

m2

...

mN


 ≤ 1

2
~kT HN

~k. (24)

Our working assumption in this section is that B ∈ Im A.
Hence, Lemma 8 gives that (24) is equivalent to the condition:

∀k ∈ Z,∀w ∈ Q0
0/δ,∃m ∈ ZN−1,∀l ∈ ZN :

lT HN

[
H−1

N FN

(
w − kγµ

BT PB

)
+
(

k

m

)]
≤ lT HN l

2
,

(25)

i.e.,

lT HN

[
H−1

N FNw − kR

BT PB

(
EN − γH−1

N

)
e1,N +

(
0
m

)]
≤ 1

2
lT HN l, (26)

where Q0
0/δ =

{
z ∈ Rn

∣∣BT PAz/γ ∈ (−1/2, 1/2)
}

.
Expression (26) has an interesting geometric interpretation:

The equation xT HNx = d2 represents an ellipsoid in RN with
half axis dvi/

√
di, 1 ≤ i ≤ N , where HN = ODOT is the

singular value decomposition of HN , the orthogonal matrix
O consisting of the eigenvectors of HN as columns, and the
diagonal matrix D has the eigenvalues d1, . . . , dN of HN in its
diagonal. The inequality lT HNx ≤ lT HN l/2 for all l ∈ ZN

is equivalent to the function t 7→ (t−x)T HN (t−x)−xT HNx
taking no negative values on ZN , i.e., the ellipsoid with center
x and half axis

√
xT HNx/divi, 1 ≤ i ≤ N containing no

point of ZN in its interior.
Further insight into condition (26) is provided by the

following lemma:

Lemma 9: Define Gx : ZN−1 → R by

Gx(k) :=
(

x +
(

0
k

))T

HN

(
x +

(
0
k

))
,

and the constrained minimizer

rx := min
k∈ZN−1

Gx(k).

Furthermore, let x ∈ RN , and assume that there exists some

m ∈ ZN−1 such that lT HN

[
x +

(
0
m

)]
≤ 1

2 lT HN l for all

l ∈ ZN .
Then, lT HN

[
x +

(
0

mx

)]
≤ 1

2 lT HN l,∀l ∈ ZN , where

mx ∈ ZN−1 is any minimizer of Gx.

Proof: Consider an ellipsoid E with center x +
(

0
mx

)
and half axis

√
rx/divi, 1 ≤ i ≤ N . Now, assume that E

contains some point, k ∈ ZN , in its interior. By assump-

tion, the ellipsoid Ẽ with center x +
(

0
m

)
and half axis√

Gx(m)/divi, 1 ≤ i ≤ N , does not contain a point of ZN

in its interior. However, we have E+
(

0
m−mx

)
⊂ Ẽ, which

gives k +
(

0
m−mx

)
⊂ Ẽ0, a contradiction.

The understanding gained by the geometric considerations
described above allows us to state the following necessary
condition for initial optimality of the horizon one law:

Corollary 2: Let B ∈ Im A. Then, a necessary condition
for initial optimality of κ1 is:

R(1− γeT
1,NH−1

N e1,N ) = 0, (27)

or, in other words, R(detHN − γ det HN−1) = 0.
Proof: See Appendix G.

Note that the function R 7→ det HN − γ det HN−1 is a
polynomial of degree at most N − 1. Hence, checking (27)
is equivalent to checking the roots of an N − 1 degree
polynomial. (We recall that the degree of the zero polynomial
is −∞. Moreover, H1 = γ = BT PB + R ∈ (0,+∞).)

C. First order Plant Models and Horizon N = 2

We will next show how to use the results presented so far
in the special case of state dimension n = 1, horizon N = 2
and control weighting R = 0. This complements the results
in [14], where only sufficient conditions were given for initial
optimality.

With n = 1, N = 2 and R = 0, we have

FN =
(

BA(Q + A2P )
BPA2

)
, HN =

(
α β

β γ

)
,

wN = (B/A)H−1/2
N FN ,

with α = B2(Q + PA2), β = B2AP , γ = B2P .
Direct calculation gives that wN = e1,N , that is, the

necessary condition of Lemma 4 is automatically satis-
fied. Since −H

−1/2
N FNQ0 = (−1/2, 1/2)(B/A)H−1/2

N FN ,
we see that the horizon one law is initially optimal, iff
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(−1/2, 1/2)(B/A)H−1/2
N FN ⊂ M∗

0,N , that is, for all |t| ≤
1/2 there is some k ∈ Z such that, for all l,m ∈ Z,∣∣∣∣tBAH

−1/2
N FN −H

1/2
N

(
0
k

)∣∣∣∣ ≤ ∣∣∣∣tBAH
−1/2
N FN −H

1/2
N

(
l

m

)∣∣∣∣ ,
in other words, iff for all |t| ≤ 1/2 the function x 7→
xT HNx − 2tB

AxT FN takes its minimum on Z2 in the set
{0} × Z. Letting z = 2t(B/A)FN , we see that

xT HNx− xT z =
(

x− 1
2
H−1

N z

)T

HN

(
x− 1

2
H−1

N z

)
−

zT H−1
N z

4
=
(

x−
(

t

0

))T

HN

(
x−

(
t

0

))
−

zT H−1
N z

4
.

The ellipse
(

x−
(

t

0

))T

HN

(
x−

(
t

0

))
= d2 has the

vertical line x1 = k, k ∈ Z, as tangent, iff d2 = (k−t)2(αγ−
β2)/γ. In this case, it intersects the vertical line x1 = k at the
point (k, γ(t− k)/γ)T . As a consequence, the function

g(x) :=
(

x−
(

t

0

))T

HN

(
x−

(
t

0

))
takes its minimum on {k} × Z in (k, brkc)T , where

rk := 1/2 + β(t− k)/γ = 1/2 + A(t− k).

The requirement that g takes its minimum on Z2 in {0}×Z
is equivalent to demanding that(
−t

br0c

)T

HN

(
−t

br0c

)
≤
(

k − t

brkc

)T

HN

(
k − t

brkc

)
, ∀k ∈ Z.

We conclude that the horizon one law is initially optimal, iff

αt2−2βbr0ct+γbr0c2 ≤ α(k−t)2−2βbrkc(t−k)+γbrkc2,
(28)

for all |t| ≤ 1/2, for all k ∈ Z. Since (αγ − β2)/γ2 = Q/P
and β/γ = A, the inequality in (28) can be re-written as

Kk(t) := (t− k)2 +
P

Q
(brkc −A(t− k))2 − t2

− P

Q
(br0c −At)2 ≥ 0, ∀|t| ≤ 1/2,∀k ∈ Z.

We will next further elucidate this condition and, thus, obtain
necessary and sufficient conditions on the horizon one con-
troller to be optimal for horizon 2.

By Corollary 1, we only need to examine A > 0. We note
that Kk is twice differentiable from the right everywhere,

d+Kk

dt
(t) = 2A

P

Q
(br0c−At)− 2A

P

Q
(brkc−A(t− k))− 2k

and
d+

dt

d+Kk

dt
(t) = 0.

The points of discontinuity of d+Kk

dt on (−1/2, 1/2) are
contained in Ak ∪ Bk:

Ak := {t ∈ (−1/2, 1/2] | r0 ∈ Z and rk 6∈ Z}
Bk := {t ∈ (−1/2, 1/2) | r0 6∈ Z and rk ∈ Z}.

(29)

Therefore, on any interval I ⊂ (−1/2, 1/2) that does not
intersect the finite set Ak ∪ Bk, the function Kk is affine-
linear. Thus, Kk ≥ 0 on [−1/2, 1/2], iff Kk(−1/2) ≥ 0,
Kk(1/2) ≥ 0 and Kk(v) ≥ 0, for all v ∈ Ak ∪ Bk.

Since (b1/2+A/2c−A/2)2 = (b1/2−A/2c+A/2)2, we
have Kk+1(1/2) = Kk(−1/2) for all k ∈ Z. Furthermore, it
is easy to see that Kk(t) ≥ 0, for all |t| ≤ 1/2 and all t ∈ Bk.
Thus, Kk ≥ 0 on [−1/2, 1/2] for all k ∈ Z, iff Kk(v) ≥ 0,
for all v ∈ Ak ∪ {−1/2} and all k ∈ Z.

First, we consider A > 1 and A 6∈ N. Then,

max A1 = (bA/2 + 1/2c − 1/2)/A,

and K1(max A1) ≥ 0 is equivalent to

Q

P
≥ A(A− bAc)(bAc+ 1−A)

A− 2bA+1
2 c+ 1

. (30)

Conversely, using right-hand derivative techniques, it can be
shown that (30) implies Kk(t) ≥ 0 for all t ∈ Ak and all k.
Moreover, it can be shown that Kk(−1/2) ≥ 0 for all k ∈ Z,
iff

Q

P
≥ (r − brc)(brc+ 1− r)

r2brc(brc+ 1)
, (31)

where 1/r = A−bAc, if bAc is even, and 1/r = bAc+1−A,
otherwise. For A > 1, A 6∈ N inequality (30) implies (31) and,
therefore, (30) is the necessary and sufficient condition.

We will next consider A ∈ N+. Then, Ak = ∅, and it is
easy to see that Kk(−1/2) ≥ 0. Thus, with A ∈ N+, the
quantized horizon one controller is always initially optimal
for horizon 2.

Finally, we consider 0 < A < 1. Then, again Ak = ∅, and
(31) amounts to a necessary and sufficient condition for initial
optimality.

The preceding analysis leads to the conclusion that, for
plants of order n = 1 and horizon N = 2, the inequalities (30)
and (31) give necessary and sufficient conditions for initial
optimality, when A > 1 and A ∈ (0, 1), respectively. It is
interesting to note that, even in this special case, the conditions
are non-trivial.

V. NEAR OPTIMALITY

A difficulty with the optimality conditions is that they hold
for very special choices of the problem data (A,B, P, Q, R).
We view these variables as being part of the problem descrip-
tion and not as design choices. This leads to the question:
What if the necessary and sufficient conditions are “almost”
satisfied? Will the horizon one law be “almost optimal”? This
is addressed in the sequel. To state our result, in Theorem 3,
we first give the following two lemmas:

Lemma 10: Let z, w ∈ Rn, let 0 ∈ V ⊂ Rn be a closed
set, and let H,L be two invertible n× n matrices. Then

|Ht− z|2 − |Ls− w|2

≤
(
2‖H − L‖‖L−1‖|w|+ |w − z|

)
(|w|+ |z|)

for all t ∈ H−1qHV(z) and all s ∈ L−1qLV(w).
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Proof: We have |Ht−z| ≤ |Hq−z| for all q ∈ V. Thus,
|Ht− z| ≤ |z| and

|Ht− z| ≤ |Hs− z| = |(H − L)s + w − z + Ls− w|
≤ |Ls− w|+ ‖H − L‖|s|+ |w − z|.

Since |Ls− w| ≤ |w|, we also have

|s| = |L−1(Ls− w) + L−1w| ≤ 2‖L−1‖|w|.

This gives

|Ht− z|2 − |Ls− w|2

≤ (‖H − L‖|s|+ |w − z|)(|Ht− z|+ |Ls− w|),

which proves the result.
Lemma 11: Let x0, c ∈ Rn with c 6= 0 and k ∈ Z. Then the

problem to minimize α(x̂0) := |x0−x̂0| subject to cT x̂0 ∈ Lk

has a unique solution x̂0, and

αmin =

{
0 if |cT x0 − kδ| ≤ δ/2,
|cT x0−kδ|−δ/2

|c| otherwise.

Proof: Define f(x) = cT x. Then

f−1(Lk) =
[
− δ

2|c|
,

δ

2|c|

]
c

|c|
+

kδc

|c|2
+ Ker f

is a strip in Rn of width δ/|c|. c is perpendicular on Ker f ,
and the optimal x̂0 is the Euclidean projection of x0 on this
strip. Since the distance between x0 and kδc/(|c|2)+Ker f is
|cT x0 − kδ|/(|c|), we see that αmin = 0, if this distance is less
or equal to δ/(2|c|), whereas αmin = (2|cT x0−kδ|−δ)/(2|c|)
otherwise.

To analyze sub-optimality of the horizon one controller,
we will investigate the optimization problem with data
(A′, B′, P ′, Q′, R′), see (4), henceforth denoted by V ′

N (x0, ·).
For this data, we will denote the optimizer by:

u′ ∈ arg min
~u ′∈UN

V ′
N (x0, ~u

′). (32)

The associated horizon one controller satisfies:

κ′1(x0) = qU
(
−B′T P ′A′x0/γ,

)
, γ′ := B′T P ′B′ + R′.

(33)
Given the above, we will study the degree of sub-optimality

of the control sequence

u′ = (κ′1(x0), u′1, . . . , u
′
N−1), (34)

where (u′1, . . . , u
′
N−1) is some minimizer of V ′

N−1(A
′x0 +

B′u′0, ·) in UN−1.
Theorem 3: Consider some optimizer u′, see (32), and the

sequence u′ introduced in (34). Suppose that κ1(x0) is initially
optimal for the problem with data (A,B, P, Q, R), where
BT PA 6= 0.

The difference in achieved cost is then bounded by:

V ′
N (x0, u

′)− V ′
N (x0, u

′) ≤ |x0|2εQ + α‖Q‖(|x0|+ µ)

+
[
2d1

∥∥H ′1/2
N−1 −H

1/2
N−1

∥∥ · ∥∥H−1/2
N−1

∥∥ · ∥∥TN−1

∥∥
+ d2εTN−1 + ε1

∥∥TN−1

∥∥] · [d1

∥∥TN−1

∥∥+ d2

∥∥T ′
N−1

∥∥]
+ (εLN−1 + εQ + εWN−1)d

2
1 + β′N−1(d1 + d2)ε1

+ µ2(εLN
+ εQ) + 4µεFN

∣∣T ′
Nx0

∣∣ · ∥∥H ′−1/2
N

∥∥
+ 4εHN

∣∣T ′
Nx0

∣∣2∥∥H ′−1/2
N

∥∥2 + α(|x0|+ µ)(β′N + ‖T ′
N‖2).

The constants appearing are as follows:

α =

{
0 if |cT x0 − u′0| ≤ δ/2

|cT x0−u′0|−δ/2
|c| otherwise

}

≤ |c− c′|
|c|

|x0|,

where

cT = −BT PA/γ, c′T = −B′T P ′A′/γ′, TN = H
−1/2
N FN ,

µ = |x0|+ α, d1 = α‖A‖+ |Ax0 + Bu′0|,
d2 = |A′x0 + B′u′0|, εT = ‖T ′

N − TN‖,
ε1 = α‖A‖+ ‖A−A′‖|x0|+ |B′ −B||u′0|,

LN = ΛT Q̂NΛN , εLN
= ‖L′N − LN‖, WN = TT

NTN ,

εWN
= ‖W ′

N −WN‖, β′N = ‖L′N + Q′‖+ ‖W ′
N‖,

εFN
= ‖F ′

N − FN‖, εHN
= ‖H ′

N −HN‖, εQ = ‖Q′ −Q‖.
Proof: See Appendix H.

The significance of the above result is that it gives a bound on
the degradation in performance when the system is perturbed
from the nominal one. Moreover, the inequality is sharp in the
sense that the difference in performance decreases to zero as
the perturbed system approaches the nominal system.

Remark 1: If we use the matrix norm

‖A‖2 = max
|x|=1

|Ax|,

then some of the constants used in Theorem 3 can be upper
bounded as follows: Firstly, for all positive definite matrices
M,K, we have ‖M1/2‖2 =

√
σmax(M) and ‖M−1/2‖2 =

1/
√

σmin(M), where σmax(M) and σmin(M) denote the
biggest and smallest eigenvalue of M , respectively. It further-
more can be shown that

‖M1/2 −K1/2‖2

≤ 1√
2
‖M −K‖2 · (min{σmin(M), σmin(K)})−1/2,

which can be used to bound ‖H ′1/2
N−1 −H

1/2
N−1‖2.

To bound εWN
, one can use the fact that for any matrices

X, Y of compatible dimensions, it holds that

‖XT K−1X − Y T M−1Y ‖2
= ‖(X − Y )T K−1(X − Y ) + (X − Y )T K−1Y

+ Y T K−1(X − Y ) + Y T K−1(M −K)M−1Y ‖2
≤ ‖X − Y ‖22‖K−1‖2 + 2‖X − Y ‖2‖Y ‖2‖K−1‖2

+ ‖Y ‖22‖K−1‖2‖M−1‖2‖M −K‖2,
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which shows:

εWN
≤ ‖H ′−1

N ‖2
[
ε2

FN
+ 2εFN

‖FN‖2 + ‖FN‖22‖H−1
N ‖2εHN

]
.

Finally, the bound

|T ′
Nx0|‖H ′−1/2

N ‖2 ≤
‖F ′

N‖2|x0|
σmin(H ′

N )

is useful in practice. �

VI. EXAMPLES

Here, we present examples, which illustrate the ideas pre-
sented in this paper.

A. B ∈ Im A

For the case horizon N = 2 and R 6= 0 a necessary
condition for the horizon one law to be initially optimal is:

(R + BT PB)BT (Q− P + AT PA)B = (BT PAB)2.

This follows from Corollary 2. The above condition is satisfied
if P is chosen to satisfy the discrete-time algebraic Riccati
equation

P = AT PA−AT PB(R + BT PB)−1BT PA + Q.

The above result has a nice intuitive interpretation, namely,
the final state weighting matrix P is such that, in the uncon-
strained case, the horizon 2 cost function is equivalent to the
infinite horizon cost [3], [22].

B. First order plants, horizon N = 2 and R = 0
Fig. 1 illustrates the necessary and sufficient conditions (30)

and (31). For comparison, we have also included the sufficient
condition of [14, Corollary 8], namely:

Q

P
≥ A2. (35)

It can be seen from Fig. 1 that there exists a significant
gap between the merely sufficient condition of [14] and the
necessary and sufficient condition obtained in the present
work.

C. Near Optimality

To illustrate the use of Theorem 3, we choose N = 2, n =
1, A = A′ = 3/2, B = B′ = 1, P = P ′ = 4, R = R′ = 0,
Q = 3 and Q′ = 3− ε for some 0 < ε < 3. Then, according
to (30), the horizon one law κ1 is initially optimal (for the
problem with weighting matrix Q). However, κ1 = κ′1 is not
initially optimal (for the problem with Q′).

In Theorem 3 the relevant matrices are

H1 = H ′
1 = 4, H2 =

(
12 6
6 4

)
, H ′

2 =
(

12− ε 6
6 4

)
F1 = F ′

1 = 3, F2 =
(

18
9

)
, F ′

2 =
(

18− 3ε/2
9

)
L1 = L′1 = 9, L2 = 26, L′2 = 26− 9ε/4

W1 = W ′
1 = 9/4, T1 = T ′

1 = 3/2.

0 0.5 1 1.5 2 2.5 3
0

0.2

0.4

0.6

0.8

1

| A |

lo
w

er
 b

ou
nd

 o
n 

(Q
/P

)

 

 
sufficient condition (35)
necessary and sufficient
conditions (30) and (31)

Fig. 1. Necessary and sufficient conditions for the horizon one law to be
initially optimal as a function of |A| (solid line). The dashed line shows the
sufficient condition of [14].

The smallest eigenvalue of H ′
2 is

ϕε =
1
2

(
16− ε−

√
ε2 − 16ε + 208

)
and, thus, the relevant constants in Theorem 3 are εQ = ε,
α = 0 (since c = c′), so that

µ = |x0|, d1 = |3x0/2 + u′0| ≤ δ/2.

We also have εL2 = 9ε/4, εF2 = 3ε/2, and

|T ′
2x0| · ‖H ′−1/2

2 ‖2 ≤
‖F ′

2‖2|x0|
ϕε

,

where ‖F ′
2‖22 = 9ε2/4− 54ε + 405.

Given the above, Theorem 3 states that the error in applying
the control law κ1 to the problem with weighting Q′ = Q− ε
is less or equal to

εδ2

4
+ ε|x0|2

(
17
4

+ 6
‖F ′

2‖2
ϕε

+ 4
(
‖F ′

2‖2
ϕε

)2
)

.

VII. CONCLUSIONS

This paper has established both necessary, and necessary
and sufficient conditions for the computationally efficient
horizon one quantized control law to provide the solution of
model predictive control with a quadratic cost function and a
countably infinite input constraint set. The analysis given uses
geometric properties of Voronoi partitions induced by lattice
vector quantizers and is applicable to LTI systems of arbitrary
order. The results show when the simpler horizon one law
gives the same input as does a more complex horizon N law.
Also, we have shown that “near optimality” holds when the
actual system parameters are close to their nominal values. The
results have importance in many areas of application, including
power electronics [6] and telecommunications, where horizon
one laws are inevitably used to meet computational time limits.
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An interesting extension of the situation examined would
be to include set-up costs of the type found, for example, in
manufacturing applications. This would lead to sparse control
problems, which lie outside the current framework, but would
be interesting to explore in future work; see also [23]–[26].

APPENDIX

A. Proof of Lemma 2

We first note that, if m ∈ Z, w ∈ RN and 1 ≤ k ≤ N ,
then:

qeUN (w −mδH
1/2
N ek,N ) = qeUN (w)−mδH

1/2
N ek,N . (36)

In fact, z is in the left hand side of (36), iff z ∈ H
1/2
N UN and

|z − (w −mδH
1/2
N ek,N )| ≤ |q − (w −mδH

1/2
N ek,N )| for all

q ∈ UN , iff z ∈ H
1/2
N UN and |(z + mδH

1/2
N ek,N ) − w| ≤

|q′−w| for all q′ ∈ UN , iff z is in the right hand side of (36).
1) Using Equation (36) we obtain:

w ∈ M∗
k,N ⇔ kδ ∈ eT

1,NH
−1/2
N qeUN (w)

= eT
1,NH

−1/2
N qeUN (w − kδH

1/2
N e1,N ) + kδ

⇔ 0 ∈ eT
1,NH

−1/2
N qeUN (w − kδH

1/2
N e1,N )

⇔ w − kδH
1/2
N e1,N ∈ M∗

0,N .

2) By 1) it suffices to show that M∗
0,N is closed.

Let (wN )N ⊂ M∗
0,N with limnwn = w. There exist

q
(n)
2 , . . . , q

(n)
N ∈ U such that, for all n we have∣∣∣wn −H

1/2
N (0, q

(n)
2 , . . . , q

(n)
N )T

∣∣∣ ≤ ∣∣∣wn −H
1/2
N v

∣∣∣ , ∀v ∈ UN .

Thus, supn

∣∣∣H1/2
N (0, q

(n)
2 , . . . , q

(n)
N )T

∣∣∣ < ∞ and there
exists some convergent subsequence, which gives
limn(q(ln)

2 , . . . , q
(ln)
N ) = (q2, . . . , qN ). This shows∣∣∣w −H

1/2
N (0, q2, . . . , qN )T

∣∣∣ ≤ ∣∣∣w −H
1/2
N v

∣∣∣ for all v ∈ UN .
It follows that w ∈ M∗

0,N .
3) By Equation (36) we have

w ∈ M∗
0,N ⇔ ∃ q2, . . . , qN ∈ U :

(0, q2, . . . , qN )T ∈ H
−1/2
N qeUN (w)

⇔ H
1/2
N (0, q2, . . . , qN )T

∈ qeUN

(
w − δ

N∑
k=2

qkH
1/2
N ek,N

)
+ δ

N∑
k=2

qkH
1/2
N ek,N

⇔ 0 ∈ qeUN

(
w − δ

N∑
k=2

qkH
1/2
N ek,N

)

⇔ w − δ

N∑
k=2

qkH
1/2
N ek,N ∈ C∗

0,N .

4) By 1) and 2) it suffices to show that M∗
0,N ⊂ (M∗

0,N )0.
Let z ∈ M∗

0,N . By 3), there exist q ∈ C∗
0,N and m2, . . . ,mN ∈

Z such that

z = q +
N∑

k=2

δmkH
1/2
N ek,N .

Since C∗
0,N is convex and 0 ∈ (C∗

0,N )0, we have

Uε(q) ∩ (C∗
0,N )0 6= ∅, ∀ε > 0.

Say, pε ∈ Uε(q) ∩ (C∗
0,N )0, then

pε +
N∑

k=2

δmkH
1/2
N ek,N ∈ Uε(z) ∩ (M∗

0,N )0,

yielding

z = lim
n

(
p1/n +

N∑
k=2

δmkH
1/2
N ek,N

)
∈ (M∗

0,N )0.

5) Let z ∈ (M∗
k,N )o∩M∗

l,N . Then, there exist q2, . . . , qN ∈
U such that∣∣z −H

1/2
N (lδ, q2, . . . , qN )T

∣∣ ≤ ∣∣z −H
1/2
N w

∣∣, ∀w ∈ UN ,
(37)

and there exists µ > 0 such that ∀ε ∈ (−µ, µ) there exist
q
(ε)
2 , . . . , q

(ε)
N ∈ U which give:∣∣z − εH
−1/2
N e1,N −H

1/2
N (kδ, q

(ε)
2 , . . . , q

(ε)
N )T

∣∣
≤
∣∣z − εH

−1/2
N e1,N −H

1/2
N w

∣∣, ∀w ∈ UN . (38)

Use of (37) provides∣∣z −H
1/2
N (lδ, q2, . . . , qN )T

∣∣2
≤
∣∣z −H

1/2
N (kδ, q

(ε)
2 , . . . , q

(ε)
N )T

∣∣2
=
∣∣z − εH

−1/2
N e1,N −H

1/2
N (kδ, q

(ε)
2 , . . . , q

(ε)
N )T

+ εH
−1/2
N e1,N

∣∣2
=
∣∣z − εH

−1/2
N e1,N −H

1/2
N (kδ, q

(ε)
2 , . . . , q

(ε)
N )T

∣∣2
+ 2εeT

1,NH
−1/2
N

(
z − εH

−1/2
N e1,N

−H
1/2
N (kδ, q

(ε)
2 , . . . , q

(ε)
N )T

)
+ ε2

∣∣H−1/2
N e1,N

∣∣2
≤
∣∣z −H

1/2
N (lδ, q2, . . . , qN )T

∣∣2
− 2εeT

1,NH
−1/2
N

(
z −H

1/2
N (lδ, q2, . . . , qN )T

)
+ 2ε2

∣∣H−1/2
N e1,N

∣∣2 + 2εeT
1,NH

−1/2
N(

z − εH
−1/2
N e1,N −H

1/2
N (kδ, q

(ε)
2 , . . . , q

(ε)
N )T

)
=
∣∣z −H

1/2
N (lδ, q2, . . . , qN )T

∣∣2 + 2εlδ − 2εkδ.

This shows that εk ≤ εl for all ε ∈ (−µ, µ). We thus have
k = l, which proves the result.

B. Proof of Lemma 3

If x ∈ Ker BT PA, then we have, ∀t ∈ R,

0 =κ1(tx) = eT
1,NH

−1/2
N qeUN

(
−tH

−1/2
N FNx

)
, ∀t ∈ R

⇒ −tH
−1/2
N FNx ∈ M∗

0,N , ∀t ∈ R

⇒ H
−1/2
N FNx ∈ Span(H1/2

N e2,N , . . . ,H
1/2
N eN,N ),

by 3) of Lemma 2. If, moreover, FN is onto and
dim FN (KerBT PA) < N − 1, then rank FN < N , a
contradiction.



10

C. Proof of Lemma 4

Define Aµ :=
{
z ∈ Rn

∣∣−BT PAz/γ = µ
}

. Then Qk =⋃
µ∈Lk

Aµ, and

Aµ =
{

z ∈ Rn

∣∣∣∣−BT PA

γ

(
z +

µγAT PB

|AT PB|2

)
= 0

}
= −µγAT PB

|AT PB|2
+ Ker BT PA,

which implies that

−H
−1/2
N FNQk = −

⋃
µ∈Lk

H
−1/2
N FNAµ

=
⋃

µ∈Lk

[
H
−1/2
N FN

µγAT PB

|AT PB|2
+ H

−1/2
N FN (KerBT PA)

]
= H

−1/2
N FN (KerBT PA) + LkwN .

If the horizon one law is initially optimal, then we have (by
Theorem 1 and Lemma 2)

H
−1/2
N FNKer (BT PA) + LkwN

⊂ C∗
0,N + kδH

1/2
N e1,N +

{
N∑

l=2

δmlH
1/2
N el,N

∣∣∣∣∣ ml ∈ Z

}
,

so that

kδ(wN−H
1/2
N e1,N ) ∈ C∗

0,N+

{
N∑

l=2

δmlH
1/2
N el,N

∣∣∣∣∣ ml ∈ Z

}
.

This amounts to

∀k ∈ Z,∃z ∈ C∗
0,N and m2, . . . ,mN ∈ Z :

kδ(H−1/2
N wN − e1,N ) = H

−1/2
N z +

N∑
l=2

δmlel,N .

Thus eT
1,NH

−1/2
N wN − 1 = 1

kδ H
−1/2
N z and, since C∗

0,N is
bounded, this converges to 0 as k →∞.

D. Proof of Lemma 5

First we show that there is some finite M ⊂ UN\{0} such
that C∗

0,N =
⋂

~k∈M J~k. Define

S :=

(
N⋂

m=1

Jδem,N

)
∩

(
N⋂

m=1

J−δem,N

)
.

Clearly, S is bounded, since if x ∈ S then

|2xT H
1/2
N em,N | ≤ δ|H1/2

N em,N |2, ∀1 ≤ m ≤ N.

Thus,

|x|2

‖H−1/2
N ‖2

≤ |H1/2
N x|2 =

N∑
m=1

|(H1/2
N x)m|2

=
N∑

m=1

|xT H
1/2
N em,N |2 ≤

δ2

4

N∑
m=1

|H1/2
N em,N |4,

which shows that supx∈S |x| < ∞. Consequently, S is
contained in the the open ball UR(0) centered at 0 with radius
R for some R > 0. Now, define

M =
{
~k ∈ UN\{0}

∣∣∣~k = δem,N for some m

or ~k = −δem,N for some m or S 6⊂ J~k

}
.

Clearly, M is finite, since if

~k ∈ M\{±δem,N | 1 ≤ m ≤ N},

then

S 6⊂ J~k ⇒ UR(0) 6⊂ J~k ⇒ dist (0, J~k) < R ⇒ (σ/2)|~k| < R,

where σ is the smallest eigenvalue of H
1/2
N . Note that

dist (0, J~k) = 1
2 |H

1/2
N

~k| ≥ σ
2 |~k|.

Finally, if z ∈
⋂

~k∈M J~k and ~l ∈ UN\M then z ∈ S ⊂
J~l, thus z ∈

⋂
~k∈UN J~k = C∗

0,N . This shows that C∗
0,N =⋂

~k∈M J~k.
Let M = { ~k1, . . . , ~kr}. There exist µ

(i)
k ∈ R such that

H
1/2
N

~ki =
∑N

k=1 µ
(i)
k bk for all 1 ≤ i ≤ r.

If λk ∈ [−c, c] and α1, α2 ∈ R with α1 6= α2 and ~ki ∈ M
such that

µb1 + αl

N∑
k=2

λkbk ∈ ∂J~ki
, ∀l ∈ {1, 2}.

Then, we have(
µb1 + (ξα1 + (1− ξ)α2)

N∑
k=2

λkbk −
1
2
H

1/2
N

~ki

)T

H
1/2
N

~ki

= 0, ∀ξ ∈ R.

Thus, and since M is finite and ∂C∗
0,N ⊂

⋃
~k∈M ∂J~k, there

exists I : [−c, c]N−1 → {1, . . . , r} :(
2µb1+2α

N∑
k=2

λkbk−H
1/2
N

~kI(λ2,...,λN )

)T

H
1/2
N

~kI(λ2,...,λN )

= 0 for all α ∈ R

and, consequently,
∑N

k=2 λkµ
(I(λ2,...,λN ))
k = 0. Let Im I =

{i1, . . . , il} for some 1 ≤ i1 < . . . < il ≤ r, define aT
j =

(µ(ij)
2 , . . . , µ

(ij)
N ) if 1 ≤ j ≤ l, and A = ( a1 . . . al )

T ∈
Rl×N−1. We have shown that if (λ2, . . . , λN ) ∈ [−c, c]N−1,
then at least one entry of the vector A( λ2 . . . λN )T equals
0. If we define vt = (t, t2 . . . , tN )T we therefore see that the
polynomial Πl

k=1(a
T
k vt) vanishes on some neighborhood of

0 ∈ R. Consequently, there exists some s ∈ {1, . . . , l} such
that the polynomial aT

s vt and, thus, as vanishes. This shows
that H

1/2
N

~kis
= µ

(is)
1 b1.

Finally, we note that there exists some (λ2, . . . , λN ) ∈
[−c, c]N−1 such that I(λ2, . . . , λN ) = is. Hence,

(2µb1 −H
1/2
N

~kis)
T H

1/2
N

~kis = 0,

so that 0 = µ
(is)
1 |b1|2(2µ − µ

(is)
1 ). Since both |b1| and µ

(is)
1

do not vanish, we obtain 2µb1 = H
1/2
N

~kis .
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E. Proof of Theorem 2

Necessity: Initial optimality ⇒ 2) is Lemma 3, and initial
optimality ⇒ 3) follows from Lemma 4. We next show that
initial optimality ⇒ 1).

Since, by Lemma 7, SN ⊂ M∗
0,N we see, by Lemmas 2 and

6, that ∀λ1 ∈ L0, ∀λ2, . . . , λN ∈ R there exist m2, . . . ,mN ∈
Z such that

N∑
k=1

λkq
(k)
N +

N∑
j=2

δmjH
1/2
N ej,N ∈ C∗

0,N .

This gives∣∣∣∣∣
N∑

k=1

λkq
(k)
N + δH

1/2
N (0,m2, . . . ,mN )T

∣∣∣∣∣
≤

∣∣∣∣∣
N∑

k=1

λkq
(k)
N + δH

1/2
N (0,m2, . . . ,mN )T −H

1/2
N v

∣∣∣∣∣ ,
for all v ∈ UN . If we choose v = (0, δm2, . . . , δmN )T , then
we obtain

2δ

(
N∑

k=1

λkq
(k)
N

)T

H
1/2
N (0,m2, . . . ,mN )T

+ δ2
∣∣∣H1/2

N (0,m2, . . . ,mN )T
∣∣∣2 ≤ 0.

By equation (21) we have q
(1)
N

T
H

1/2
N ej,N = 0 if j > 1. Thus,

the Cauchy-Schwarz-inequality provides

0 ≥

(
2

N∑
k=2

λkq
(k)
N

)T

H
1/2
N (0,m2, . . . ,mN )T

+ δ
∣∣∣H1/2

N (0,m2, . . . ,mN )T
∣∣∣2

≥ δ
∣∣∣H1/2

N (0,m2, . . . ,mN )T
∣∣∣2

− 2

∣∣∣∣∣
N∑

k=2

λkq
(k)
N

∣∣∣∣∣ · ∣∣∣H1/2
N (0,m2, . . . ,mN )T

∣∣∣ .
Now, define

Γ := min
(m2,...,mN )∈ZN−1\{0}

δ
∣∣∣H1/2

N (0,m2, . . . ,mN )T
∣∣∣

≥ δ

‖H−1/2
N ‖

min
(m2,...,mN )∈ZN−1\{0}

∣∣(0,m2, . . . ,mN )T
∣∣ > 0,

and choose c̃ > 0 such that

2

∣∣∣∣∣
N∑

k=2

λkq
(k)
N

∣∣∣∣∣ < Γ, ∀(λ2, . . . , λk) ∈ [−c̃, c̃ ]N−1.

If (λ2, . . . , λk) ∈ [−c̃, c̃ ]N−1 and λ1 ∈ L0 we have m2 =
. . . = mN = 0, since, otherwise we would have

0 ≥ δ
∣∣∣H1/2

N (0,m2, . . . ,mN )T
∣∣∣− 2

∣∣∣∣∣
N∑

k=2

λkq
(k)
N

∣∣∣∣∣ ,
which would imply that

Γ > 2

∣∣∣∣∣
N∑

k=2

λkq
(k)
N

∣∣∣∣∣ ≥ δ
∣∣∣H1/2

N (0,m2, . . . ,mN )T
∣∣∣ ≥ Γ,

a contradiction. Therefore, it holds that
∑N

k=1 λkq
(k)
N ∈ C∗

0,N ,
and if (µ2, . . . , µN ) ∈ [−c, c]N−1, where

c := c̃ · min
2≤k≤N

∣∣∣q(k)
N

∣∣∣ ,
then

δ

2
∣∣∣H−1/2

N e1,N

∣∣∣
(∣∣∣H−1/2

N e1,N

∣∣∣ q(1)
N

)
+

N∑
k=2

µk
q
(k)
N∣∣∣q(k)
N

∣∣∣ ∈ C∗
0,N .

(39)
Since the left hand side of (39) lies on ∂SN = ∂M∗

0,N it is
not an inner point of C∗

0,N . By Lemma 9, there exists some
p ∈ UN such that δq

(1)
N = H

1/2
N p, which gives 1).

Sufficiency: By Lemma 2, we have

M∗
k,N =

⋂
~k∈UN\{0}

J~k

+

{
kδH

1/2
N e1,N +

N∑
k=2

δlkH
1/2
N ek,N

∣∣∣∣∣ lk ∈ Z

}
.

Since

w :=
H−1

N e1,N

eT
1,NH−1

N e1,N

∈ {1} × ZN−1,

we have ±δw ∈ UN\{0} and, therefore,

M∗
k,N ⊂ (Jδw ∩ J−δw)

+

{
kδH

1/2
N e1,N +

N∑
k=2

δlkH
1/2
N ek,N

∣∣∣∣∣ lk ∈ Z

}
.

We next show that the latter set is contained in
H

1/2
N Span (e2,N , . . . , eN,N ) + LkH

1/2
N w, i.e., if q ∈ Jδw ∩

J−δw, then

q + kδH
1/2
N e1,N ∈ H

1/2
N Span(e2,N , . . . , eN,N ) + LkH

1/2
N w.

For that purpose we note that if H
1/2
N w is perpendicular to

H
1/2
N Span(e2,N , . . . , eN,N ), then there exist µ, λ2, . . . , λN ∈

R such that

q + kδH
1/2
N e1,N = µH

1/2
N w +

N∑
m=2

λmH
1/2
N em,N .

On the other hand, since q ∈ Jδw ∩ J−δw, we have
|2qT H

1/2
N w| ≤ δwT HNw and therefore:

δwT HNw ≥

∣∣∣∣∣2
(
− kδeT

1,NH
1/2
N + µwT H

1/2
N

+
N∑

m=2

λmeT
m,NH

1/2
N

)
H

1/2
N w

∣∣∣∣∣
=
∣∣−2kδeT

1,NHNw + 2µwT HNw
∣∣ .

Since wT HNw = (eT
1,NH−1

N e1,N )−1 = eT
1,NHNw, we obtain

that µ ∈ Lk.
Define

Yk := H
1/2
N Span(e2,N , . . . , eN,N ) + L0

kH
1/2
N w.

We have shown that (M∗
k,N )0 ⊂ Yk for all k ∈ Z. Now it

follows that Yk ⊂ M∗
k,N . In fact, if z ∈ Yk\M∗

k,N then there



12

exists some l ∈ Z\{k} such that z ∈ M∗
l,N , so that z ∈ Yl.

There are αk, βk ∈ R, µ ∈ Ll and λ ∈ L0
k:

z =
N∑

k=2

αkH
1/2
N ek,N+µH

1/2
N w =

N∑
k=2

βkH
1/2
N ek,N+λH

1/2
N w.

Thus, µ = λ and l = k, a contradiction. Therefore, M∗
k,N =

Yk for all k ∈ Z by Lemma 2.
Finally, we will show that −H

−1/2
N FNQk ⊂ Yk. By Lemma

4 and by Condition 2) we have

−H
−1/2
N FNQk = H

1/2
N Span (e2,N , . . . , eN,N ) + LkwN .

Thus, we only need to show that

wN ∈ H
1/2
N w + H

1/2
N Span (e2,N , . . . , eN,N ).

Since
[
H

1/2
N Span (e2,N , . . . , eN,N )

]⊥
= SpanH

−1/2
N e1,N ,

this amounts to showing that the Euclidean projection
of wN on SpanH

−1/2
N e1,N equals H

1/2
N w. This is, in-

deed, true, since1 eT
1,NH

−1/2
N wNH

−1/2
N e1,N/|H−1/2

N e1,N |2 =
H
−1/2
N e1,N/(eT

1,NH−1
N e1,N ). The result now follows from

Theorem 1.

F. Proof of Lemma 8
We only have to show the ’if’-direction. For that purpose,

we show that
a) Q0

k + δkγ
BT PB

µ = Q0
0 for all k ∈ Z.

b) H−1
N FNµ = e1,N −RH−1

N e1,N .
To prove a), we let w ∈ Q0

k, i.e.,

−(BT PAw)/γ ∈ ((k − 1/2)δ, (k + 1/2)δ).

We then have

− (BT PA)/γ
(
w + δkγµ/(BT PB)

)
= −(BT PAw)/γ − δk ∈ (−δ/2, δ/2).

Consequently, it holds that w + δkγµ/(BT PB) ∈ Q0
0. The

rest is easy to prove.
To prove b), we first note that

FNµ = ΦT
N Q̂NΛNµ,

ΛNµ =

 Aµ
...

ANµ

 =


B

AB
...

AN−1B

 = ΦNe1,N .

This gives

FNµ = ΦT
N Q̂NΦNe1,N = (HN − R̂N )e1,N

= HNe1,N −Re1,N .

We, thus, have

−H
−1/2
N FNQ0

k = −H
−1/2
N FNQ0

0 + H
−1/2
N FN

(
δkγ

BT PB
µ

)
= −H

−1/2
N FNQ0

0 + δkH
1/2
N e1,N (since R = 0)

⊂ M∗
0,N + δkH

1/2
N e1,N = M∗

k,N ,

where we have used Lemma 2. The assertion now follows
from Theorem 1.

1Recall that eT
1,NH

−1/2
N wN = 1, by Condition 3).

G. Proof of Corollary 2

Define yk := −kR
(
EN − γH−1

N

)
e1,N/BT PB and let

w = 0 in (37). Let mk ∈ ZN−1 be any minimizer of Gyk
.

Thus, if k ∈ Z, then the ellipsoid with center yk +
(

0
mk

)
and

half axis
√

ryk
/di vi, 1 ≤ i ≤ N , does not contain a point

of ZN in its interior, see Lemma 9. Consequently, we have
supk ryk

< ∞, so that supk |eT
1,Nyk| < ∞, from where (27)

follows. Next, we show that

HN−1 = (0|EN−1)HN

(
0T

EN−1

)
, (40)

where 0 ∈ RN . To this end we recall that if C is some n×m-
matrix and the matrices 0 have appropriate dimensions, then

(0|En−k)C ∈ Rn−k×m removes the upper k rows of C,

C

(
0

Em−k

)
∈ Rn×m−k removes the left k columns of C,

(En−k|0)C ∈ Rn−k×m removes the lower k rows of C,

C

(
Em−k

0

)
∈ Rn×m−k removes the right k columns of C.

The above gives

(En|0)ΦN

(
0T

EN−1

)
= (B, 0, . . . , 0)

(
0T

EN−1

)
= 0, (41)

so that

HN−1 − R̂N−1 = ΦT
N−1Q̂N−1ΦN−1

= (0|EN−1)ΦT
N

[(
0

E(N−1)n

)
Q̂N−1(0|E(N−1)n)

]
ΦN

(
0T

EN−1

)
= (0|EN−1)ΦT

N · Q̃ · ΦN

(
0T

EN−1

)
,

where Q̃ = Q̂N −
(

En

0

)
Q(En|0) is Q̂N−1 after adding n

rows of zeros to the top, and n columns of zeros to the left.
Using (38), we obtain

HN−1 − (0|EN−1)R̂N

(
0T

EN−1

)
= (0|EN−1)ΦT

N Q̂NΦN

(
0T

EN−1

)
,

which gives (40). On the other hand, Cramer’s rule shows that

eT
1,NH−1

N e1,N = detHN−1/ det HN ,

and now R(detHN − γ det HN−1) = 0 follows from (11).
Finally, we have

det HN − γ det HN−1 = [(HN )1,1 − γ] det HN−1 + Pol(R),

where Pol is some polynomial of degree at most N − 2 and
(HN )1,1 is the top left entry of HN . Since

(HN )1,1 − γ = (ΦT
N Q̂NΦN )1,1 −BT PB

is independent of R, the assertion follows.
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H. Proof of Theorem 3

Suppose u′0 = kδ for some k ∈ Z. Define cT = −BT PA/γ
and let x̂0 (which in general differs from x0) be the solution of
the problem stated in Lemma 11. Then there is some optimal
control u∗ of VN (x̂0, ·) in UN with u∗0 = u′0. Hence, we can
bound

V ′
N (x0, u

′)− V ′
N (x0, u

′) = V ′
N (x0, u

′)− VN (x̂0, u
∗)

+ VN (x̂0, u
∗)− VN (x̂0, u

′) + VN (x̂0, u
′)− V ′

N (x0, u
′)

≤ V ′
N (x0, u

′)− VN (x̂0, u
∗)︸ ︷︷ ︸

(∗)

+VN (x̂0, u
′)− V ′

N (x0, u
′)︸ ︷︷ ︸

(∗∗)

.

1) Bound of (∗): Since u′0 = u∗0 we have

(∗) = xT
0 Q′x0 − x̂T

0 Qx̂0 + V ′
N−1(A

′x0 + B′u′0, u
′′)

− VN−1(Ax̂0 + Bu′0, u
∗∗),

where u′′ = (u′1, . . . , u
′
N−1) and u∗∗ = (u∗1, . . . , u

∗
N−1).

Now we use the general formula

VN (x0, u) =
∣∣∣H1/2

N u + H
−1/2
N FNx0

∣∣∣2 + xT
0 XNx0,

where XN = ΛT
N Q̂NΛN + Q− FT

NH−1
N FN . We obtain that

(∗) = fA + fB + fC ,

where

fA = xT
0 Q′x0 − x̂T

0 Qx̂0

fB =
∣∣H ′1/2

N−1u
′′ − z

∣∣2 − ∣∣H1/2
N−1u

∗∗ − w
∣∣2

fC = (A′x0 + B′u′0)
T X ′

N−1(A
′x0 + B′u′0)

− (Ax̂0 + Bu′0)
T XN−1(Ax̂0 + Bu′0)

w = −H
−1/2
N−1 FN−1(Ax̂0 + Bu′0)

z = −H ′−1/2
N−1F ′

N−1(A
′x0 + B′u′0).

We have

fA ≤ |x0|2‖Q−Q′‖+ ‖Q‖(|x0|+ |x̂0|)|x0 − x̂0|,

where we used the fact that for positive semidefinite W,V

|xT V x− yT Wy| ≤ |xT (V −W )x|+ |xT Wx− yT Wy|
≤ ‖V −W‖|x|2 + ‖W‖(|x|+ |y|)|x− y|.

If αmin is defined as in Lemma 11, then

fA ≤ ‖Q−Q′‖|x0|2 + αmin‖Q‖(2|x0|+ αmin).

To bound fB , we note that u′′ is some optimal control of
V ′

N−1(A
′x0 + B′u′0, ·) and u∗∗ is some optimal control of

VN−1(Ax̂0 + Bu′0, ·), that is

u′′ ∈ H ′−1/2
N−1 q

H′1/2
N−1UN−1(z), u∗∗ ∈ H

−1/2
N−1 q

H
1/2
N−1UN−1(w),

and apply Lemma 10 to upper bound fB by(
2
∥∥H ′1/2

N−1 −H
1/2
N−1

∥∥ · ∥∥H−1/2
N−1

∥∥ · |w|+ |w − z|
)
(|w|+ |z|).

Furthermore, we have the following inequalities

|w − z| ≤
∥∥H ′−1/2

N−1F ′
N−1 −H

−1/2
N−1 FN−1

∥∥ · |A′x0 + B′u′0|

+
∥∥H−1/2

N−1 FN−1

∥∥ · |A′x0 −Ax̂0 + (B′ −B)u′0|,

|A′x0 −Ax̂0 + (B′ −B)u′0| ≤ |A(x̂0 − x0) + (A−A′)x0|
+ |B′ −B| · |u′0|

≤ αmin‖A‖+ ‖A−A′‖ · |x0|+ |B′ −B| · |u′0| =: ε1,

and

|Ax̂0 + Bu′0| = |A(x̂0 − x0) + Ax0 + Bu′0|
≤ αmin‖A‖+ |Ax0 + Bu′0| =: d1,

and thus |w| ≤ d1‖H−1/2
N−1 FN−1‖.

If we define d2 = |A′x0 + B′u′0| we see that |z| ≤
d2‖H ′−1/2

N−1F ′
N−1‖, and if we define TN = H

−1/2
N FN and

T ′
N = H ′−1/2

N F ′
N we have

fB ≤
[
2d1

∥∥H ′1/2
N−1 −H

1/2
N−1

∥∥ · ∥∥H−1/2
N−1

∥∥ · ∥∥TN−1

∥∥
+ d2

∥∥T ′
N−1 − TN−1

∥∥+ ε1

∥∥TN−1

∥∥]
·
[
d1

∥∥TN−1

∥∥+ d2

∥∥T ′
N−1

∥∥].
To bound fC , we use the fact that if V,W, V ′,W ′ are positive
semidefinite then

|yT (V ′ −W ′)y − xT (V −W )x|
≤ |xT V x− yT V ′y|+ |xT Wx− yT W ′y|

≤ (‖V − V ′‖+ ‖W −W ′‖)|x|2

+ (‖V ′‖+ ‖W ′‖)(|x|+ |y|)|x− y|, (42)

thus, if LN = ΛT
N Q̂NΛN and WN = FT

NH−1
N FN = TT

NTN ,

fC ≤
[
‖LN−1 − L′N−1‖+ ‖Q−Q′‖+ ‖WN−1 −W ′

N−1‖
]
d2
1

+
[
‖L′N−1 + Q′‖+ ‖W ′

N−1‖
]
(d1 + d2)ε1.

2) Bound of (∗∗): We write (∗∗) = gA + gB with

gA = VN (x̂0, u
′)− V ′

N (x̂0, u
′)

gB = V ′
N (x̂0, u

′)− V ′
N (x0, u

′)

Since u′ is some optimal control of V ′
N (x0, ·) we have

|H ′1/2
N u′ + T ′

Nx0| ≤ |H ′1/2
N v + T ′

Nx0|

for all v ∈ UN , in particular |H ′1/2
N u′ + T ′

Nx0| ≤ |T ′
Nx0|.

Moreover

|H ′1/2
N u′ + T ′

N x̂0| ≤ |T ′
Nx0|+ |T ′

N (x0 − x̂0)|.

Thus, using (42),

gB = |H ′1/2
N u′ + T ′

Nx0|2 − |H ′1/2
N u′ + T ′

N x̂0|2

+ xT
0 X ′

Nx0 − x̂T
0 X ′

N x̂0

≤ (2|T ′
Nx0|+ αmin‖T ′

N‖)|T ′
N (x0 − x̂0)|

+ (‖L′N + Q′‖+ ‖W ′
N‖)(|x0|+ |x̂0|)αmin

≤ αmin(2|x0|+ αmin)(‖T ′
N‖2 + ‖L′N + Q′‖+ ‖W ′

N‖).

Finally,

gA = x̂T
0 (LN − L′N + Q−Q′)x̂0 + 2u′T (FN − F ′

N )x̂0

+ u′T (HN −H ′
N )u′,

and, since |x̂0| ≤ |x0|+ αmin and

|u′| ≤
∥∥H ′−1/2

N

∥∥ · ∣∣H ′1/2
N u′

∣∣ ≤ 2
∣∣T ′

Nx0

∣∣ · ∥∥H ′−1/2
N

∥∥,
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we see that

gA ≤ (|x0|+ αmin)2(‖L′N − LN‖+ ‖Q′ −Q‖)
+ 4
∣∣T ′

Nx0

∣∣ · ∥∥H ′−1/2
N

∥∥ · ∥∥F ′
N − FN

∥∥(|x0|+ αmin)

+ 4
∣∣T ′

Nx0

∣∣2∥∥H ′−1/2
N

∥∥2∥∥H ′
N −HN

∥∥.
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