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Synopsis

The research described in this thesis reviewed previous uses of Interactive Voice

Response (IVR), developed appropriate software, and employed IVR to obtain

self-report of sensitive issues in surveys and conduct brief public health inter-

ventions.

Chapter 1 introduces IVR and describes a systematic critical review of the

use of IVR. IVR is a telephone interviewing technique where the human speaker

is replaced by a high quality recorded interactive script to which the respondent

provides answers by pressing the keys of a touch-telephone (touchphone). IVR

has numerous advantages, including: economy, autonomy, confidentiality, access

to certain population groups, improved data quality, standardised interviewing,

multi-lingual interfaces, and detailed longitudinal assessments. Despite this,

there have been few survey applications of IVR compared to alternative methods

such as Computer-Assisted Telephone Interview (CATI). There has not been

any evaluation of the use of IVR for asking sensitive questions in surveys or as

a tool for health promotion at the community level.

A literature review, described in Chapter 2, was conducted to identify other

methods of asking sensitive questions. The literature review identified 19 differ-

ent methods. Those methods that were most successful were those that provided

xiv
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the greatest degree of anonymity to the respondent. It was suggested that IVR

may be a suitable method for community surveys.

As described in Chapter 3, a custom software called Generalized Electronic

Interviewing System (GEIS) was developed. This provided both CATI and IVR

interviewing modes. As described in Chapter 4, it was found that the response

rate obtained using IVR was unacceptably low, and an alternative interviewing

method, the Hybrid method was developed. In the Hybrid method the interview

was initiated by the interviewer but completed using IVR with GEIS.

As described in Chapter 5, the IVR, CATI and Hybrid methods were used

to investigate self-reported rates of alcohol and drug consumption within a tele-

phone household survey of 2880 households. The self-report rates were compared

to the National Drug Strategy Household Survey (NDSHS). Response rates did

not differ significantly between the CATI and Hybrid methods, however the re-

sponse rate for IVR was significantly less than the other methods. The Hybrid

and IVR methods obtained significantly higher self-report consumption rates

for alcohol and marijuana, and significantly higher hazardous drinking scores

using Alcohol Use Disorders Identification Test (AUDIT).

In Chapter 6 a pilot of an IVR cervical screening brief advice interface is

described. A total of 5000 households were contacted by the IVR system. The

system randomly selected an eligible woman aged 18–69 per household and

determined her cervical screening status. A total of 661 women listened to

the IVR message. The IVR call was shown to be acceptable and inexpensive

compared to a mail pamphlet intervention.

In Chapter 7 a randomized controlled trial of an IVR cervical screening brief

advice involving 17,008 households is described. Cervical screening rate data
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were obtained from the Health Insurance Commission (HIC) for a period span-

ning six months before and following the intervention. The cervical screening

rate was increased in the intervention postcodes by 0.43% compared to the con-

trol postcodes, and the increase was greater for older women at 1.34%. This

was a desirable outcome since this group is considered to be an at-risk group.

The overall conclusion was that IVR technology could be feasibly used to con-

tact women to deliver brief interventions aimed at increasing cervical screening

rates, but the cost per screen was likely to be high. It is suggested that an IVR

system could be linked to cervical screening registers to more directly and eco-

nomically contact women, and provide an efficacious complementary approach

to the existing letter reminder system.



Thesis note

The main argument of this thesis is given in Chapters 1 through 7. Supporting
materials for each chapter are shown in Appendices A through E.

Additional materials are provided in the document Supplementary Materials,
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Chapter 1

Interactive Voice Response:
Review of studies
1989–1999∗

1.1 Introduction

The need for accurate data on behaviours of most interest to public health

research has led to a variety of data collection techniques, the most common of

which is the survey. Numerous methods have been used to collect survey data

including face-to-face, self-administered, mail, and telephone modes. Interactive

Voice Response (IVR) is a relatively recent development in telephone surveying,

which has yet to be formally tested in population surveys. This chapter discusses

the range of uses IVR has had to date, critically reviews the work done so far,

and identifies areas where further work is required, particularly in respect to

population surveys.

In IVR, the human speaker is replaced by a high quality recorded interac-

tive script to which the respondent provides answers by pressing the keys of a

∗A paper based on material in this chapter has been accepted for publication in Behavior
Research Methods, Instruments, & Computers
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Personal 
Computer

Voice
Card

External 
Lines

Figure 1.1: Typical IVR hardware set up on a personal computer.

touch-telephone (touchphone). It differs from a Computer-Assisted Telephone

Interview (CATI) by lacking an interviewer to read the questions and enter the

answers into the computer.

An IVR system typically involves running software on a personal computer

in which a voice card has been installed (see Figure 1.1). The voice card is

connected to one or more telephone lines and allows the computer to make or

receive calls, play or record speech, or respond to keys pressed. The computer

may ask questions of the caller by playing sound files that contain recorded

questions. The caller responds by pressing keys on their touchphone.

Many attributes of CATI are shared by IVR, including those listed by

Nicholls II1:

• Skipping or branching between questions can be automatically determined

based on answers to earlier questions;
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• Options and question order can be randomized;

• Interviews can be interrupted and resumed at a later time;

• Questions can have single choice responses as well as open-ended re-

sponses;

• Responses can be checked as they are entered for consistency with previous

answers and using range limits;

• Feedback can be provided on inappropriate responses;

• Calls can be automatically scheduled; and

• Interviews and record-keeping are automatic.

However, IVR can offer considerable advantages over existing survey meth-

ods:

• An IVR system can run automatically and continuously;

• Respondents may proceed through an interview at their own rate;

• With the involvement of field workers, and the use of cellular telephones,

IVR can allow access to hard to reach groups, such as sex industry workers,

drug users, and homeless people (e.g. Alemagno et al.2);

• Data entry errors are reduced since the data is directly keyed in by the

respondent;

• There is no interviewer bias and inter-rater reliability is irrelevant;

• There is an opportunity for interview standardization through the use of

high quality recorded voices and standardized pronunciation;
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• IVR benefits from the use of audio recordings to present questions, which

could reduce respondent literacy difficulties3,4 and allow access to hard to

reach groups such as non-English speakers5–7.

• Since IVR uses a standardized interface and any assessment is conducted

by a computer, interview accuracy is improved;

• The cost per interview is likely to be small8;

• More precise and detailed longitudinal assessments should be possible9,10;

and

• Its greater confidentiality may result in a lower response bias3.

Other recent methods include web and e-mail surveys that may share many

of the above attributes. However, these are currently limited by low response

rates11 and poor frame coverage for general populations12, although a mixed-

mode approach that combines e-mail with conventional mail questionnaires may

reduce coverage error13.

There is the potential to use IVR to conduct automated screenings of large

populations to identify particular target groups. These interviews may then be

followed-up in more detail using other means, once informed consent has been

given. The complete anonymity and increased perception of confidentiality pro-

vided by IVR may also have particular benefit when used to assess sensitive

behaviours, as more confidential interviewing methods have been shown to pro-

duce greater reporting levels of sensitive behaviours3.
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1.2 Aims

This chapter critically reviews the literature on Interactive Voice Response ap-

plications from 1989–1999. The focus of the review is on factors that may affect

its acceptability, reliability, and feasibility, particularly in respect to its potential

for population surveys and population health research.

The aims of this chapter are to describe from the studies:

1. Areas where IVR has been applied;

2. Prevalence of touchphones;

3. Voice assessment methods;

4. Acceptability measures;

5. Response rates for survey applications;

6. Sampling methods; and

7. Sample characteristics.

1.3 Methods

The business, medical and statistical literature were examined for IVR studies

by searching six online databases: Psycinfo14, Medline15, Sociofile16, Health

Reference Center17, Current index to statistics18, ABI Inform19, IDEAL20,

and Social Sciences Citation Index21. The following search terms were used ei-

ther solely or in combination: “interactive voice response, bias, IVR, telephone,

interview, computer, computer assisted, CATI, interview mode, data collection
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method, face to face, survey, personal, response, post, mail, response effect,

mode effect, data grabber, touch tone”.

Abstracts of references located by the search were examined and only those

making reference to Interactive Voice Response (IVR) or a synonym were re-

tained. Articles discussing the use of speech recognition or those that referred

only to technological descriptions or marketing applications were discarded.

Only articles in peer-reviewed journals were retained.

Full copies of all relevant articles published between 1989–1999 were ob-

tained. The bibliographies of these articles were searched for further references

and then treated as described above. The process terminated when no more

articles were identified.

All articles were then coded using a data extraction sheet with the headings:

study area, touchphone prevalence, voice assessment, acceptability, response

rate, sampling method, and sample characteristics (headings are defined in Re-

sults and Discussion (Section 1.4)).

Two of the databases, Medline15 and Current index to statistics18, were

also examined for CATI papers published in journals using the search terms:

“Computer Assisted Telephone, CATI”.

1.4 Results and discussion

The identified studies are shown in Table 1.1. The reviewed studies described

IVR applications from 1989 onwards and no earlier work in refereed journals

was known, except for a technical description of a clinical trial51 published in

1977. Since 1994, the rate of publication of IVR articles only modestly increased,
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Table 1.1: Articles and study areas for IVR studies: 1989–1999.

Study No.a Study Area
Havice(1989) 8 Media surveys.
Havice(1990) 22 Survey refusal rates.
Havice(1990) 23 Survey of student accommodation living con-

ditions.
Havice and Banks(1991) 24 Media surveys.
Leirer et al.(1991) 25 Medication nonadherence in the elderly.
Phipps and Tupek(1991) 26 Business survey.
Patel and Babbs(1992) 27 In-home symptom monitoring for cardiac pa-

tients.
Baer et al.(1993) 28 Assessment of obsessive compulsive disorder.
Alemi et al.(1994) 29 Monitoring drug client treatment after-care.
Linkins et al.(1994) 30 Reminders for childhood immunization.
Tanke and Leirer(1994) 31 Automatic reminders for tuberculosis clinic at-

tendance.
Baer et al.(1995) 32 Assessment of depression risk.
Mundt et al.(1995)b 10 Longitudinal monitoring of alcohol consump-

tion.
Mundt et al.(1995)b 9 Longitudinal monitoring of tobacco and alco-

hol consumption.
Perrine et al.(1995)b 33 Monitoring of alcohol consumption.
Schneider et al.(1995) 34 Automatic smoking self treatment cessation

program.
Searles et al.(1995)b 35 Longitudinal monitoring of alcohol consump-

tion.
Albisser et al.(1996) 36 Automatic diabetes monitoring and feedback.
Alemagno et al.(1996) 2 Substance abuse survey among the homeless.
Alemi et al.(1996) 37 Support system for pregnant women using co-

caine.
Harding et al.(1997) 38 Symptoms monitoring for irritable bowel syn-

drome.
Kobak et al.(1997) 39 Assessment of psychological conditions.
Kobak et al.(1997) 40 Assessment of psychological conditions.
Mundt et al.(1997) 41 Psychological performance assessment.
Piette and Mah(1997) 42 Symptom monitoring for diabetes.
Greist et al.(1998)c 43 Obsessive compulsive disorder treatment pro-

gram.
Kadison et al.(1998) 44 Assessment of breast cancer risk.
Marks et al.(1998)c 45 Obsessive compulsive disorder treatment pro-

gram.
Meneghini et al.(1998) 46 Diabetes management system.
Mundt et al.(1998) 47 Depression risk assessment.
Osgood-Hynes et al.(1998) 48 Depression self-treatment program.
Bachofen et al.(1999) 49 Obsessive compulsive disorder self-treatment

program.
Kobak et al.(1999) 50 Assessment of depression and anxiety.
a Bibliography number.
b,c These studies reported on aspects of the same work.
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Figure 1.2: Number of IVR and CATI studies published per year: 1989–1999.

but since 1992 the number of published CATI studies increased markedly (Fig-

ure 1.2). The scarcity of IVR applications probably resulted from its more recent

development and it seemed likely that the number of IVR applications would

increase as the technology matured. However, application of IVR to surveys

had been infrequent with only five (15%) of the reviewed studies8,22–24,26 being

in this area (See Table 1.1). Reasons for this are addressed in this chapter.

1.4.1 Study area

Despite its apparent advantages, IVR had been applied in limited study areas.

In the reviewed studies IVR was used primarily in health areas, for example,

alcohol and drug monitoring, as well as survey applications to non-health areas

(Table 1.1). The health-related studies principally described applications that

were algorithmic, such as usage of the Yale-Brown Obsessive Compulsive scale28,

or provided services, such as the Breast Cancer Telephone Risk Assessment

system44 or insulin monitoring36.
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Such applications presupposed an interested subject. Although there were

several passive systems described, no studies actively screened individuals for

particular characteristics, such as health risks. This was despite the apparent

advantage of IVR to conduct automated and economical screening for conditions

such as alcohol abuse. The only studies that sought estimates of prevalence of

specific characteristics were opinion surveys.

Therefore the usefulness of IVR in population surveys and screening pro-

grams was yet to be explored.

1.4.2 Touchphone prevalence

Since IVR usually requires the subject to have access to a touchphone, the

prevalence of touchphones was of particular interest (see Table 1.2). Not all

touchphones might be acceptable, since some might not be appropriately con-

figured or use incompatible technology.

Where touchphones are common an IVR system might provide a useful ser-

vice. In Australia, non-ownership of telephones was associated with households

with lower incomes, the elderly, or young adults52. It might be speculated that

touchphones have similar socioeconomic associations.

The prevalence of touchphones in households was unimportant to some stud-

ies. For example, Linkins et al.30, Tanke and Leirer31, and Leirer et al.25 de-

scribed reminder services that would work equally well with rotary and touch-

phones; and Alemagno et al.2 used outworkers equipped with cellular phones.

Only a small number of studies provided estimates of the prevalence of touch-

phones, but these were all obtained from anecdotal sources, such as contacts in

telephone companies. Havice22 reported a touchphone prevalence of 95%, while
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Table 1.2: Touchphone prevalence, voice assessment, acceptability, and re-
sponse rates for IVR Studies: 1989–1999a.

No.b Touchphonec Voice Acceptabilityd Response rate
Assessede Number f

8 - no 1 - 7.5
22 95 no - - 6.8
23 - no 1 - 18
24 75–98 no 1 - -
25 - no 1 -
26 - yes - yes 100
27 - no - -
28 - no - yes
29 - no - yes
30 no - -
31 no > 1 yes
32 - yes 2 yes
10 - no - -
9 - no - -
33 - no - -
34 - no 1 -
35 - no - -
36 - no - -
2 - no - -
37 - > 1 -
38 - no - yes
39 - no - yes
40 - no - -
41 - no -
42 - no 1 yes
43 - no - yes
44 - no - yes
45 - no - -
46 - no 1 -
47 - no - -
48 - no - yes
49 - no - -
50 - no - yes
a A blank cell indicates that the characteristic was not applicable to the variable. A

dash (-) indicates that the characteristic was not reported.
b Bibliography number.
c Percentage touchphone prevalence.
d Was acceptability measured?
e Were voices used in the study assessed?
f The number of voices used in the study.
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Havice and Banks24 reported estimates between 75% and 98%. None of the

remaining studies reported a touchphone prevalence.

It was concluded that touchphone prevalence and its relationship to the

demographic composition of populations was still not known.

1.4.3 Voice assessment

One obvious aspect of interest to IVR research was the choice of voice. The voice

is the only means by which an IVR system can engage the subject’s interest

sufficiently long to meet a study’s objectives.

Despite the importance of voice, only Baer et al.32 and Phipps and Tupek26

assessed voices used by their systems. Baer et al.32 did this by means of a focus

group, and Phipps and Tupek26 used a follow-up CATI.

Most studies did not report how many speakers were used to record the

voices, but seven (21%) studies8,23–25,34,42,46 used a single voice. Baer et al.32

alternated the voices of a male and a female professional actor, reportedly to

maintain the subject’s interest. Meneghini et al.46 used a synthetic voice. Tanke

and Leirer31 used an unstated number of multiple female voices speaking in

different languages. Alemi et al.37 used ad hoc recordings by members of staff.

In general, the studies failed to show any consideration of the standardization

of voices, any effort in voice characterization, any measure of the possible effect

of changing the number of speakers within scripts, or the choice of voice on the

reporting levels and response rates.

This was despite work in the survey literature (Table 1.3) indicating that the

voice quality of interviewers could affect response rates53,54, reporting rates55,

and the perception of credibility56. Self-report rates can be influenced by inter-
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Table 1.3: Summary of the relationship between vocal characteristics and
survey parameters.

Characteristic Effect of voice No.a

Response rates Interviewers with high pitch variation,
fast, loud voices, and clear pronunciation
have higher response rates.

53,54

Self-report rates Self-report rates can be influenced by in-
terviewers dropping or raising the tone
of their voices at the end of questions.

55

Interviewer credibility Loudness increases perception of credi-
bility, but intonation only increases per-
ception of credibility if the subject feels
personally involved in the discussion.

56

Interviewer persuasion A faster speaking pace is perceived as be-
ing more persuasive than a slower pace.

57,58

Interviewer confidence A soft speaker may be perceived as less
assured than a speaker with a high vol-
ume.

59

a Bibliography number.

viewers dropping or raising the tone of their voices at the end of questions55. A

faster speaking pace might be perceived as being more persuasive than a slow

pace57,58, and a soft speaker might be perceived as less assured than a speaker

with a high volume59.

A closer attention to voice would have two benefits:

1. Standard assessments of voices using suitable scales53,60 would allow great-

er comparability of studies; and

2. IVR might also allow the effect of voice type on response rate to be sys-

tematically explored in a population survey context.

When IVR is employed, standard assessment of voices is essential. Oksenberg

et al.53 have developed a scale that would be useful for this purpose.
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1.4.4 Acceptability

The use of IVR is likely to be novel to most people and therefore its accept-

ability needs to be carefully assessed. It might be sufficient to assess new IVR

applications by whether the subjects found it acceptable, but when comparing

IVR to another method, comparative acceptability should be measured. In or-

der to assess the degree of acceptability between different studies there needs to

be some equivalence in methods.

Only twelve (36%) studies26,28,29,31,32,38,39,42–44,48,50 attempted to measure

acceptability (Table 1.2), and there was little agreement in the methods used. Of

these, three (25%) compared the acceptability of IVR with other methods32,39,50.

Baer et al.32, Kobak et al.39, and Kobak et al.50 found that IVR was less pre-

ferred than alternative methods (face-to-face or CATI). However, Kobak et al.39

and Kobak et al.50 also found that compared to the other methods, IVR was the

least embarrassing method. The remaining nine studies all reported satisfaction

with IVR, but without comparison to other methods.

Accordingly, the acceptability of IVR was an issue still to be explored.

1.4.5 Response rate

Response rate is important in survey applications61. Even if a random sampling

method is used, obtaining a very low response rate can produce the equivalent

of a volunteer sample. The effect is to widen the uncertainties of estimates in

proportion to the non-response rate62. For IVR to be considered as a viable

survey method, an estimate of the expected response rate is needed.

Of the studies describing survey applications, Havice and Banks24 did not

report a response rate nor the number of attempted contacts, and Alemagno
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et al.2 used a volunteer sample for which a response rate is meaningless (Ta-

ble 1.2).

The response rate obtained by Havice8 for an IVR survey on media ratings

was 7.5% and for two CATI surveys was 55.2% and 74.1%. Although these were

apparently quite discrepant, the low rate for IVR was predominantly due to the

automated system not attempting to recontact unanswered numbers. Therefore,

this rate was not a useful measure of what might be achieved when using IVR

with follow-up of unanswered numbers.

Havice22 reported a response rate of 6.8% for a survey on an unstated topic,

while Havice23 reported a response rate of 18% for a survey on housing.

Apart from one business survey26, it appeared that the response rates with

IVR were unusually low and variable. It was concluded that reasonable esti-

mates of response rates were not available from past research.

1.4.6 Sampling method

The use of non-random sampling methods affects the generality of conclusions

and statistical test validity, and can prevent the estimation of the response rate

that may be obtained by a survey method. However, many reviewed studies

did not use formal random samples. There were nineteen (57%) studies that

used convenience samples9,10,25,27–31,35–42,46,47,49, nine (27%) that used volun-

teer samples2,32–34,43–45,48,50 and five (15%) that used random sampling8,22–24,26

(Table 1.4).

Apart from a business survey26, studies in which calls could be made into an

IVR system suffered from lack of randomness due to self-selection. Some studies

required subjects to ring into the system to obtain assessments. For example,
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Table 1.4: Sampling method, subject remu-
neration, and subject reuse for IVR studies:
1989–1999a.

No.b Methodc Remunerationd Reusede

8 R no no
22 R no no
23 R no no
24 R no no
25 C yes no
26 R no
27 C no no
28 C no no
29 C yes no
30 C no no
31 C no no
32 V no no
10 C yes yes
9 C yes yes
33 V yes no
34 V no no
35 C yes yes
36 C no no
2 V yes no
37 C no no
38 C no no
39 C yes no
40 C yes yes
41 C yes yes
42 C no no
43 V no no
44 V no no
45 V no no
46 C no no
47 C no yes
48 V no no
49 C no no
50 V no no
a A blank cell indicates that the characteristic was

not applicable to the variable.
b Bibliography number.
c Sampling method: R=Random sample;

V=volunteer sample; C=convenience sample.
d Were subjects remunerated?
e Were subjects reused from earlier studies?



CHAPTER 1. REVIEW OF IVR STUDIES 1989–1999 16

Baer et al.32 used IVR to detect depression and Perrine et al.33 attempted to

measure alcohol consumption. Both studies used volunteer samples. Having

callers dial into an IVR system may have required considerable commitment by

the subjects, restricting the generality of their application.

A total of seven (70%) of the ten studies8,22–25,27–31 in which the systems

initiated the calls also used convenience rather than random samples.

Where possible, populations should be sampled randomly to allow for un-

biased and generalizable results. For example, a study of a service meant for

diabetic patients should use a random sample from a population of diabetic pa-

tients. Only the studies by Havice8,22,23 and Havice and Banks24 used random

sampling.

A total of eight (42%) of the studies using convenience samples9,10,25,29,35,39–41

and two (22%) of those using volunteer samples2,33 also remunerated their sub-

jects for their cooperation (Table 1.4). Remunerated subjects are presumably

more likely to be cooperative than unpaid subjects, so a study using remunera-

tion may provide overly optimistic evidence in favour of IVR. Some studies did

not report the nature or degree of remuneration, but of those that did, amounts

ranged from $U25 to $US750.

A total of six (18%) studies9,10,35,40,41,47 reused subjects from earlier studies,

and reused subjects were more likely to be remunerated. This suggested that

subjects of some studies were sourced from regularly-used pools. Members of

such pools were likely to systematically differ from subjects selected at random

from a population due to their experience of scientific trials and motivation to

participate, again severely limiting the generalizability of the study outcomes.
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1.4.7 Sample characteristics

The demographic composition of a sample is an important aid to determining

whether the results of a study can be generalized to the wider population or

target group. Five (15%) studies22,34,36,38,46 did not provide demographic com-

positions of their samples, others deliberately restricted their samples to all male

or all female, and some used samples with unusual demographic compositions

(Table 1.5).

Two (6%) studies, Alemi et al.37 and Kadison et al.44, used entirely fe-

male samples because they concerned breast cancer and pregnancy. Three (9%)

studies, Mundt et al.9,10, and Searles et al.35, used all male samples to examine

alcohol and tobacco consumption. The remaining studies did not report whether

their samples were representative of the reference populations. Alemagno et al.2

used a sample that was 76% male, which could be representative of the popula-

tion under study (homeless people), although this was not reported. This lack

of definition made the reported demographic compositions difficult to interpret.

Demographic characteristics should routinely be compared to local population

expectations, but none of the studies provided such comparisons.

Most studies did not report comparisons of demographic characteristics be-

tween IVR and other modes (Table 1.5). Since many studies used unusual

samples and did not attempt to confirm the representativeness of their samples,

no conclusions could be made about the applicability of IVR systems to differing

demographic groups.

Where possible, studies should report whether the demographic characteris-

tics of participants differ from non-participants, and whether those who prefer

IVR differ from those who prefer an alternative. Few of the reviewed studies



CHAPTER 1. REVIEW OF IVR STUDIES 1989–1999 18

Table 1.5: Sample characteristics for IVR studies: 1989–1999a.

No.b nc Age Malesd Mar.e Emp.f Cmp.g

Median Mean
8 575 28 35 38 - - yes
22 424 - - - - - no
23 1228 - - 51 - - yes
24 338, 147 - 37, 35 40, 41 - - yes
25 16 - 71 45 - - no
26 465
27 3 - - 67 - - no
28 18 - 38 44 - - no
29 42 - 38 48 - - no
30 8002 - - 58 yes
31 2008 19 - 54 - - yes
32 1812 - 37, 24 46 - - no
10 51 28 - 100 33 88 no
9 51 28 - 100 33 88 no
33 31 36 - 50 100 94 no
34 37, 975 - - - - - no
35 51 28 - 100 33 88 no
36 204 - - - - - no
2 207 - - 76 7 32 no
37 179 27 27 0 - 31 no
38 270, 370 - - - - - no
39 51 - 44 43 - 10 no
40 200 - 41 33 - 68 no
41 10, 7 33 - 100 42 100 no
42 74 - - 95 53 11 yes
43 40 - 35 53 - - no
44 343 35 - 0 - 100 no
45 63 - 33 54 - - no
46 184 - - - - - no
47 367 - 36 35 - 60 no
48 41 - 42 29 44 - no
49 21 - 31 57 - - no
50 113, 72 - 44, 42 - - - no

a A blank cell indicates that the characteristic was not applicable to the variable.
A dash (-) indicates that the characteristic was not reported.

b Bibliography number.
c Sample Size.
d Percentage of males in the study’s sample.
e Percentage of subjects in the study’s sample who were married.
f Percentage of subjects in the study’s sample who were employed.
g Were the sample demographic characteristics compared between IVR and an-

other mode?



CHAPTER 1. REVIEW OF IVR STUDIES 1989–1999 19

attempted this or did so scientifically.

Linkins et al.30 reported that the demographic breakdown of respondents

in their IVR and control groups did not differ significantly using a sample size

of 8002. Tanke and Leirer31 found no significant effect due to age or sex in

the effectiveness of the IVR system using a sample size of 2008. Piette and

Mah42 reported, without statistical tests, some descriptive data suggesting that

older subjects were more likely to listen to at least two health promotion IVR

messages, but this could also have been due to older people hanging up more

slowly. Although Albisser et al.36 did not present any demographic character-

istics of participants in an insulin monitoring system, they reported, without

any statistical test, that older participants were slower to learn the use of the

system.

Havice and Banks24 compared a pair of surveys, each consisting of two arms:

IVR and CATI. The respondents’ age and education for IVR participants were

both significantly less than CATI participants. However, since the response

rates were not reported these comparisons were not very useful.

Havice8 found that the reported age and sex of respondents from an IVR

survey was comparable to two CATI surveys, but did not provide any statistical

test. In addition, the IVR and CATI surveys covered different topics, and ages

were recorded in different ways in each mode making comparisons difficult.

While Havice23 reported that the results of an IVR survey of university

students were comparable to official University records, the age data from the

university records was calculated using years enrolled rather than the actual age,

making this comparison unreliable. The gender ratio however did not appear

to differ significantly within the limits of the sample size (n=224).
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Given these limitations, the reviewed studies gave little or no indication of

the applicability of IVR in the wider community.

1.5 Conclusions

A prima facie impression of IVR suggested it might be useful in population

surveys and population health studies since it shared many characteristics with

CATI as described in Section 1.1, such as automatic skipping and response

validation, while also possessing certain advantages, particularly automatic op-

eration, greater economy, and standardized interviews. It was expected that

IVR should be especially useful for assessing sensitive behaviours since it is

likely to be seen as a more confidential method by subjects.

Only five (15%) previous studies8,22–24,26 attempted to use IVR for surveys.

IVR has tended to be used in applications that required considerable motivation

from subjects and typically involved algorithmic or passive applications.

Most projects ignored issues vital to a scientific exploration of IVR, such as

the prevalence of touchphones, characterization and standardization of voice,

and standard measures of acceptability. It was unclear what response rates

IVR might obtain since the response rates reported by survey studies were

quite variable with some being very low.

Many studies were unhelpful in evaluating IVR for survey applications since

they used samples that were distinctly non-random, probably unrepresentative

or undescribed, or simply too small, any of which might have invalidated the

analyses reported therein.

It was clear that for IVR work to progress these deficits needed to be ad-
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dressed. There needed to be further work to explore the areas in which IVR

may be effectively applied, such as, for example, active screening of individ-

uals in a household setting for health-related risks or interventions to modify

risky-behaviours in population settings. Further work was also required to as-

sess response rates and acceptability in a population survey context, while also

using standard methods for voice characterization, acceptability, and sample

selection.

It was thought that a potential application for IVR would be to ask questions

about sensitive issues, such as risky health-related behaviours within a survey

context, an area not covered by the reviewed studies. This and other methods

of asking sensitive questions are discussed in the next chapter.



Chapter 2

Asking sensitive questions:
Review of studies

2.1 Introduction

This chapter examines the problem of asking sensitive questions, previous meth-

ods of handling them, and the advantages of using Interactive Voice Response

(IVR) to ask them.

2.2 Aims

The aims of this chapter are to discuss:

1. The need to ask questions in public health research about sensitive be-

haviours;

2. The issues involved in asking sensitive questions;

3. Methods that have been used to ask sensitive questions; and

4. An alternative method, IVR.

22
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2.3 Burden of illness

Some of the behaviours of most interest to public health research, due to their

obvious and high burden of illness (for example, adolescent smoking, alcohol

abuse, illicit drug use, domestic violence, sexual behaviours), are behaviours

that are often very difficult to gauge. As described in this chapter, these are

sensitive and personal behaviours where self-report is subject to at least a strong

socially desirable reporting bias63,64 (defined in Section 2.4), and sometimes

legal consequences.

However, sensitive behaviours are behaviours which are often difficult to

assess other than by self-report. As discussed later in this chapter, a number of

alternative methods for assessing behaviours have been used, but these remain

problematic. The effects of these behaviours can sometimes be measured, for

example alcohol-related deaths, domestic violence deaths or rates of Acquired

Immune Deficiency Syndrome (AIDS). But these are endpoint outcomes. For

successful public health intervention, risk behaviours need to be assessable at

the earliest possible time, while they remain modifiable and before they result

in serious harm.

For example, alcohol abuse and illicit drug use have serious consequences for

the health of the individual and well-being of the community, and are associated

with a strong political imperative for intervention. Alcohol is involved in half

of all violent crime and its use is relatively high in Australia63. Hazardous and

harmful alcohol use in Australia in 1992 caused the loss of 3600 lives and 55,450

person-years at an average of 15.2 years of life per death. Also attributable to

alcohol were 71,593 hospital episodes and 731,169 hospital bed days64. Illicit

drug use resulted in 488 deaths and 17,899 person-years lost at an average of
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36.7 years of life lost per death, 5390 hospital episodes, and 40,522 hospital bed

days64.

Researchers and health practitioners need access to reliable data on the true

extent of these sensitive behaviours so they can lobby for funding to develop

effective interventions to modify these behaviours, to ensure that intervention

attempts target the groups where these behaviours are most problematic, and

to monitor changes in the prevalence of these behaviours, especially after inter-

vention efforts.

2.4 Sensitive questions

A question is considered sensitive if it raises concerns about disapproval or other

consequences such as legal sanctions for reporting truthfully. Those people with

the most sensitive information are often the least likely to disclose65. Asking

people about sensitive behaviours may increase the rate of non-response. Alter-

natively, respondents may give socially acceptable answers resulting in biased

responses. A definition of socially desirable reporting is: a respondent’s tendency

to over-report the frequency of performing a socially desirable behaviour, or

under-report the frequency of performing a socially undesirable one 65,66. Ques-

tions about, for example, alcohol and illicit drug use, are likely to be subject to

socially desirable reporting67.

For the most sensitive questions the respondent may be concerned that they

will be labelled as an alcoholic or drug addict, that their employment may be

adversely affected, their insurance capacity may be restricted, or they may be

exposed to legal consequences. Although these concerns may be unsupported,
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the respondent’s responses are still likely to be modified.

Apart from socially desirable reporting, response bias to sensitive questions

can also result from respondents attempting to maintain a good impression

with the interviewer68, from questions that increase anxiety66, or respondent

acquiescence69. Maintaining a good impression with the interviewer is known

as impression management, and acquiescence is the tendency to agree with or

defer to the interviewer. Since acquiescence can be associated with the respon-

dent’s culture, acquiescence may result in misleading ethnicity or cross cultural

associations with the study outcome69,70. Impression management and acqui-

escence are not directly related to sensitive questions and so are not considered

further here. However, since both are related to the respondent’s interaction

with the interviewer they are likely to be modified by any method that also

reduces socially desirable reporting.

Not all areas are likely to be equally sensitive so that the degree of socially

desirable reporting may also vary. Fleming et al.71 found that respondents were

least likely to be concerned about reporting smoking or fitness levels, slightly

more concerned about weight, alcohol or drugs use, and very concerned about

reporting sexual behaviour.

Socially desirable reporting also has socioeconomic correlates68,70,72,73. Clan-

cy and Gove73 found that socially desirable reporting was more likely in females

than males, but Welte and Russell68 found that socially desirable reporting in-

creased with age, decreased with education, but did not differ between males

and females. Carr and Krause72 also found that socially desirable reporting

decreased with increasing social status. Ross and Mirowsky70 reported that

socially desirable reporting increased with decreasing socioeconomic status and
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increasing age.

2.5 Review of methods of asking sensitive ques-

tions

2.5.1 Methods

To identify methods of asking sensitive questions a literature search was con-

ducted. The databases Psycinfo14, Medline15, Sociofile16, and Health Reference

Center17 were searched for articles in peer-reviewed journals to 1999 using the

search terms: ‘sensitive questions’, ‘social approval’, ‘self-report’, ‘social desir$’,

and ‘interview$’, where ‘$’ stands for any combination of characters.

The articles were obtained and their bibliographies searched for additional

articles that may have discussed sensitive questions. These articles were then

obtained and treated in the same way. The process terminated when no more

additional articles relating to methods of asking sensitive questions were found.

The articles were examined for methods of handling sensitive questions, with

a particular focus on the difficulties and merits incurred in their use within a

survey context.

2.5.2 Results

Table 2.1 shows the methods identified and the corresponding articles located

in relation to each method identified. The methods are detailed below:
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Table 2.1: Methods for asking sensitive questions and studies iden-
tified in relation to each method.

Method Articles

DIRECT METHODS

Face-to-face interviewing
Aquilino74, Aquilino and Lo Sciuto75, Axinn76, Bradburn et al.66, Can-
nell and Fowler77, Carr and Krause72, Colombotos78, David79, Dohren-
wend et al.80, Dohrenwend et al.81, Fendrich and Vaughn82, Fidler and
Kleinknecht83, Gove and Geerken84, Greist et al.85, Henson et al.86,
Hochstim87, Johnson and Delamater88, Kissinger et al.89, Mensch and
Kandel90, Moum91, Presser and Stinson92, Richman et al.93, Schwarz
et al.94, Seng95, Singer and Kohnke-Aguirre96, Skinner and Allen97,
Stember and Hyman98, Waterton and Duffy99, Webster100, Welte and
Russell68

Self-Administered Questionnaires
Akers et al.101, Ash and Abramson102, Boekeloo et al.4, Cannell and
Fowler77, Corey103, DeLamater and MacCorquodale104, Evans et al.105,
Fendrich and Vaughn82, Gfroerer and Hughes106, Johnson and Dela-
mater88, Leutgart and Armstrong107, Liu et al.108, Makkai and McAl-
lister109, Malvin and Moskowitz110, Moum91, Olson111, Petzel et al.112,
Richman et al.93, Schwarz et al.94, Singer113, Skinner and Allen97,
Smith114, Turner et al.115

Mail surveys
Ayidiya and McClendon116, Fuller117, Hebert et al.118, Hochstim87, Sal-
vendy119, Siemiatycki120, Wildman121

VALIDATION METHODS

Biochemical validation
Akers et al.101, Gillies et al.122, Keso and Salaspuro123, Latkin and Vla-
hov124, Magura et al.125, Peachey and Kapur126, Yoshino and Kato127

Official records
David79, Fendrich et al.128, Hardt and Peterson-Hardt129

Collateral reports
Maisto et al.130

Diaries
Matt et al.131

Surreptitious identification
Corey103, Erdos and Regier132

Continued on the next page.
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Table 2.1 continued from the previous page.

Method Articles

QUESTION PRESENTATION METHODS

Bogus pipeline
Bauman and Dent133, Campanelli et al.134, Evans et al.105, Jones and
Sigall135, Lowe et al.136, Murray et al.137, Tourangeau et al.138

Counterbiasing information
Raghubir and Menon65

Indirect questioning
Bégin and Boivin139, Fisher140, Jo et al.141, Salvendy119

Time use
Presser and Stinson92

Confidentiality assurance
Frey142, Hardt and Peterson-Hardt129, Reamer143, Singer113, Woods and
McNamara144

ANONYMOUS METHODS

Anonymity
Akers et al.101, Ash and Abramson102, Becker and Bakal145, Fuller117,
Leutgart and Armstrong107, Liu et al.108, Malvin and Moskowitz110, Ol-
son111, Rosen146, Wildman121

Context-Determined Rule-Generated Pseudonym (CDRGP)
Carifo and Biron147

Randomized response
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COMPUTER METHODS

Computer interviewing
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Direct methods

Face-to-face interviewing The most direct method is with face-to-face in-

terviewing. However, response bias is often reported with face-to-face interview-

ing relating to sensitive issues. The response bias in face-to-face interviewing

can result from socially desirable reporting when respondents are asked sensitive

questions79,90,93. David79 found that families on welfare support only reported

38% of their true income when interviewed face-to-face.

Mensch and Kandel90 used longitudinal data obtained from three large na-

tional US surveys of drug use. They found that lifetime drug use (except mari-

juana) was increasingly under-reported with successive interviews. Lifetime re-

ports should not have logically declined with successive interviews and the use of

substances such as cocaine was not likely to be forgotten. However, using face-

to-face interviewing, the later interviews resulted in under-report compared to

earlier reports. Mensch and Kandel90 noted that the under-reporting occurred

when the same interviewers were used with successive interviews, but did not

occur when different interviewers were used. This indicated that it may have

been the familiarity with the interviewer that reduced reporting.

Other sources of bias have been noted with face-to-face interviewing. Re-

sponse bias in face-to-face interviewing occurs when the respondent’s character-

istics interact in some way with the interviewer’s demographic characteristics

(age91, sex76,100, ethnicity100), or familiarity with the interviewer90. Response

bias also increases as the social distance (income and ethnicity) between the in-

terviewer and respondent increases80,81. Lastly, Singer and Kohnke-Aguirre96

found that interviewers who expected respondents to under-report, or that the

interview would be difficult, tended to obtain higher item nonresponse rates.



CHAPTER 2. ASKING SENSITIVE QUESTIONS 30

Stember and Hyman98 also found that the magnitude of interviewer effects de-

pended on question-form and were more important with respondents interested

in the survey topic.

The combination of socially desirable reporting and interviewer-mediated

response bias suggested that alternative methods should be used to examine

sensitive issues.

Self-Administered Questionnaires Self-Administered Questionnaires (SAQs)

are completed by the respondent without direct observation by an interviewer.

Self-report for sensitive issues can be higher with SAQs than with face-to-face

interviewing77, perhaps because of the method’s greater perceived anonymity.

Self-report can be enhanced further with non-identified rather than identified

questionnaires102,108,109,111. When used within longitudinal studies or to further

emphasize the anonymity of the questionnaire, the more sensitive questions can

be placed within sealed booklets109.

Mail surveys Mail surveys lack an interviewer and this might reduce socially

desirable reporting116. Respondents are also able to answer questions in any

order, change answers and take their time to complete the questionnaire.

However, Ayidiya and McClendon116 found no order and primacy effects,

and considerable numbers of no-opinion answers in a mail survey. This indicated

that responses to mail surveys did not necessarily benefit from respondents being

able to peruse the questionnaire, and the rate of non-committal responses might

increase.

Mail surveys can also produce high item nonresponse rates87,120,166 and low

response rates120,167. Respondents with literacy or language deficiencies might
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have difficulty completing the questionnaire and be less likely to return it168.

Validation methods

Biochemical validation Self-report of substance abuse can be confirmed by

biochemical tests that detect the presence of metabolites. However, the agree-

ment of a self-reported result with a biochemical test result depends on: (a) the

characteristics of the substance169, (b) sensitivity and specificity of the test169,

(c) the time lag between testing and consumption169, (d) the potential pres-

ence of small amounts of metabolites in individuals who have not consumed the

substance101, and (e) knowledge of normal ranges101. The cost of biochemical

tests170 and reduced response rates might also restrict their use with surveys.

Lastly, they are only useful for asking sensitive questions on drugs and similar

issues for which biochemical tests are available.

Official records Another means of validating a response is to compare the re-

spondent’s answers to official records, such as the respondent’s medical records128,

unemployment benefit records79, and police arrest history129. However, obtain-

ing these data can be costly, they might not be available for the behaviour or

individuals under study128, and they might require the respondent’s consent.

Obtaining consent might be difficult for sensitive issues in a general survey con-

text. However, at a group level, data for some issues, such as cervical screening

rates, might sometimes be available in summarized form.

Collateral reports If the sensitive behaviour can be observed by someone

familiar with the respondent then their report can be used to validate the self-

report. For example, a respondent’s alcohol self-report might be verified by
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comparing it with the respondent’s husband’s or wife’s report. Collateral report

is usually correlated with and exceeds self-report130.

However, subjects might deceive their partners127. While this method might

be of use in monitoring alcoholics, it is not of use where the behaviour is unlikely

to be observed by the partner. It is also less applicable to surveys than a clinical

or treatment study.

Surreptitious identification Respondents are more likely to report accu-

rately under genuinely confidential reporting conditions3. The identification of

respondents is necessary in longitudinal surveys, and numbered questionnaires

might be needed for administrative purposes132. However, such codes and iden-

tifying information on questionnaires might suggest a lack of confidentiality to

respondents.

To avoid this problem surreptitious identification marks have been used.

One method was to print questionnaires on different weights or colours of pa-

per, which allowed for group-matching but not individual identification121. In

another study, invisible fluorescent ink was used to mark questionnaires132, and

in another discreet marks or holes were made in questionnaires so that they

could be matched to separately obtained identification slips146. Such methods

are clearly unethical and might also lead to distrust of researchers.

Diaries To overcome memory problems in reporting past events, Matt et al.131

asked respondents to keep daily diaries. The recording of information in this

manner might be less subject to socially desirable reporting since they are

recorded by respondents outside the interview context. When respondents

were subsequently interviewed, their self-reports were found to exceed the diary
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reports131. However, this method might incur considerable respondent burden

and expense.

Question presentation methods

Bogus pipeline The bogus pipeline method involves convincing respondents

that their self-report could be verified by a measuring device that might not

actually exist135. It is assumed that respondents report more accurately if they

think that their response could be independently validated134.

Some studies found that the bogus pipeline increased self-report of smoking,

drugs, sexual behaviour, and alcohol105,133,136–138. However, no bogus pipeline

effect was found by Akers et al.101 or Campanelli et al.134 in surveys of alcohol

and smoking in children. A bogus pipeline also resulted in greater negative

affect than direct questions135.

Whether the bogus pipeline effect actually results in accurate self-report

remains unclear134. It might require special conditions to work137, and may

cause a systematic over-reporting bias101.

Counterbiasing information Since bias can result from socially desirable

reporting, one approach, called counterbiasing, has been to attempt to convince

the respondent that a particular socially undesirable behaviour is more common

and acceptable than is actually the case65. However, counterbiasing is only

likely to work with behaviours where respondents are not well-informed about

their actual prevalence. Where it does work, the effect might be sensitive to

the degree of counterbiasing. This means that different studies could obtain

incongruent results if their application of counterbiasing is not the same. There

is also the concern that suggesting undesirable behaviours were common might



CHAPTER 2. ASKING SENSITIVE QUESTIONS 34

imply their acceptability and lead to respondents modifying their own behaviour

as a result68.

Indirect questioning An early method of reducing socially desirable report-

ing was to ask the respondent questions of their opinion of other people’s be-

haviour rather than their own140. For example, if the direct question is

“Do you shop lift?”

the indirect question would become

“Do you think other people shop lift?”

It is assumed that the respondent would find it easier to discuss sensitive

issues if asked about other people’s actions, but that their answers would still

reflect their own behaviour139. Indirect questioning has been found to reduce

socially desirable reporting140. The method was subsequently extended by Jo

et al.141 who found that combining indirect and direct questioning using struc-

tural equation modeling also reduced socially desirable reporting.

However, interpretation of indirect questions can be difficult since it can

not be determined whether the respondent’s answers refer to their personal

attributes or their opinions of others. Bégin and Boivin139 found that respon-

dents asked indirect questions reported what they thought others would do,

rather than themselves.

Using indirect questions might also affect response rates. In a mail survey on

religion and transportation, Salvendy119 obtained higher response rates using a

direct rather than an indirect questionnaire.
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Time use Another means of indirectly asking a question is to request the

respondent to enumerate all activities that occur within a given time frame.

For example, Presser and Stinson92 found that

“Please list what you did on Sunday”

gave a more accurate estimate of religiosity than simply asking

“Do you attend a religious institution?”

The time-use method might reduce socially desirable reporting by having

the respondent concentrate on recalling historical information rather than being

concerned with the impression that they may make on the interviewer.

However, the time-use method presumably suffers from a reliance on the

respondent’s memory. If a careless interviewer prompted the respondent with

suggestions for possible activities the respondent might still respond in what

they perceived was a socially desirable manner.

Confidentiality assurance A simple assurance of confidentiality is often

used in interviews in an attempt to reduce socially desirable reporting. Singer113,

Frey142 and Reamer143 all found that a confidentiality assurance had no effect

on response quality. A confidentiality assurance can also increase item nonre-

sponse rates113 and subject apprehension if the respondents are suspicious of

the researcher’s intent143. Woods and McNamara144 found that stating that

answers would not be kept confidential had the effect of reducing data qual-

ity. However, this does not imply that a confidentiality assurance can increase

data quality. It appears that a simple confidentiality assurance is an insufficient

technique for ensuring accuracy for sensitive questions.
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Anonymous methods

Anonymity Ensuring that the interview is genuinely and clearly anonymous

reduces socially desirable reporting3,145. Anonymity can be easily and overtly

achievable if questionnaires lack any identifying codes, although respondents

might still be suspicious if the questionnaire is collected by an interviewer. Sim-

ilarly, electronic methods might be genuinely anonymous if no identifying infor-

mation is requested.

Anonymous questionnaires must lack administrative code numbers121, and

signatures or contact details should not be requested111. It was noted that

anonymity had a greater effect in household surveys than business surveys121.

This was possibly because a survey received at home might be perceived as more

intrusive than one received at work121.

While anonymous methods are clearly suitable for cross-sectional studies,

they can be more difficult to use in longitudinal studies. This is because the

information used in longitudinal studies to match responses from various times

can not be collected without also retaining identifying information147.

Context-Determined Rule-Generated Pseudonym (CDRGP) The Con-

text-Determined Rule-Generated Pseudonym (CDRGP) method allows anony-

mous interviewing to be used in longitudinal studies147. The respondent can be

asked during the first contact to create a pseudonym that would be used for all

subsequent contacts. If the respondent is asked to create a pseudonym them-

selves they might subsequently forget it and create another when interviewed

on a second occasion. This would lead to attrition of respondents throughout a

longitudinal study.
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Using the CDRGP method, the respondent does not need to remember the

pseudonym since it is regenerated each time according to a fixed set of rules.

The pseudonym typically consists of a series of letters constructed from the first

letter of the respondent’s name, first letter of their birth month, an “M” or “F”

depending on their sex, and so on. Although ingenious, the use of respondent-

generated identification codes has still led to considerable attrition over time110.

Randomized response An anonymous interview can reduce socially desir-

able reporting but a respondent might still be suspicious that their answers

might be identifiable. Randomized response avoids this by ensuring that self-

report is demonstrably anonymous.

In randomized response the respondent randomly selects one of a pair of

matched questions to answer, submits the answer to the interviewer, but does

not reveal which question has been answered. One of the pair of questions is

sensitive and the other innocuous. An example of a question-pair is152:

“I was born in the month of April.”

“I had an automobile accident during last year in which I was at

fault.”

The selection of which question to answer is made using a randomization

device such as a dice. Which question has been answered is known only to

the respondent. The interviewer simply records the answer, and since they

are unaware of which question was answered the respondent’s status remains

confidential.

While individual respondents’ answers remain confidential Warner157 show-

ed that the proportion of responses by all respondents to the sensitive question
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could be subsequently recovered using Equation 2.1. In the equation, the pro-

portion of persons with the sensitive attribute (π̂) can be obtained given the

observed proportion of ‘yes’ answers (λ̂) and the probability of the sensitive

question being answered (p), which is fixed by the appropriate use of a random-

ization device, such as a dice. For example, one way to obtain λ̂ = 2/6 using a

dice would be to ask the respondent to answer the sensitive question when the

roll of a dice resulted in ‘1’ or ‘2’, and to answer the non-sensitive question when

the roll resulted in ‘3’, ‘4’, ‘5’, or ‘6’. The method assumes that respondents

always answer honestly since they can be assured their personal status remains

unknown.

π̂ =
λ̂− (1− p)

2p− 1
(2.1)

where: λ̂ = the observed proportion of ‘yes’ answers,

p = the probability of the sensitive question being answered (p 6= 1/2), and

π̂ = the estimate of the proportion of persons with the sensitive attribute.

The method was subsequently further developed148,149,151,152,156, including

variations for obtaining quantitative data such as aggregated response171. Ran-

domized response has been extensively used to obtain self-report with sensitive

issues83,101,139,153,154,156.

However, randomized response has considerable disadvantages:

• The respondent must manipulate a randomization device such as a dice.

This makes the method unwieldy in modes other than face-to-face in-

terviewing, especially when there are several sensitive questions. How-

ever, it has been used in Computer-Assisted Telephone Interview (CATI)
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surveys172;

• The method might be unacceptable or confusing to respondents171;

• In many studies, once individuals admit to a sensitive behaviour they

are asked additional questions to further probe aspects of the behaviour.

This can not be done using randomized response since the respondent’s

status with respect to the sensitive behaviour is unknown. If additional

information is required then the probe questions would need to be asked

of all respondents, which may be burdensome and confusing. If the probe

questions are also sensitive then they would also have to use randomized

response;

• The method is of little use in longitudinal studies since the respondent’s

status is unknown147;

• The method is difficult to administer147; and

• A large sample size is required because the estimates of prevalences have

a larger variance than when using direct questions150.

Item counting The item counting method is another anonymous method158.

The respondents are divided into two groups. Individuals in both groups are

presented with a series of items and asked how many of the items are applicable

to them. For one group the items in the series refer to innocuous and common-

place behaviours. In the other group the series contains an additional item that

refers to a single sensitive behaviour. Since respondents are only asked to report

how many items apply to them the method is anonymous. The difference in

the mean number of items between the two groups gives the prevalence of the
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sensitive behaviour.

Unlike randomized response, a randomization device is not required so the

method can be used in a variety of modes, including telephone interviewing.

However, the method has some disadvantages:

• As with randomized response it requires large sample sizes171;

• Probe questions can not be directed to particular individuals;

• It is difficult to apply within longitudinal studies since the respondent’s

status is unknown;

• The questions are more complex than direct questions;

• Each sensitive behaviour must be embedded within a series of insensitive

ones. This lengthens the interview compared to one where direct questions

are asked; and

• Some respondents might become suspicious when presented with the series

containing the sensitive item171.

Computer methods

Computer interviewing In the Computer-Assisted Personal-Interview (CAPI)

and Computer-Assisted Self-Interview (CASI) methods, interviews are con-

ducted by presenting the questions on a computer screen and entering answers

directly into the computer via a keyboard or touchscreen.

By automating interviews, CASI and CAPI can standardize questions89.

While CASI can eliminate interviewer variation, CAPI might allow the inter-

viewer to maintain a rapport with the respondent159. However, the perceived



CHAPTER 2. ASKING SENSITIVE QUESTIONS 41

anonymity of CASI might allow respondents to report sensitive information

more readily89,93,99,162. CASI might also be accompanied by audio recordings

of questions3,4,108,115 and video recordings of a person asking the question89.

Computer interviewing has obtained higher self-report for alcohol consump-

tion99, more accurate sexual behaviour3,89, more accurate drug use162, and re-

duced embarrassment3,85,159. Skinner and Allen97 and Koson et al.161 reported

that the methods were perceived as less threatening than a personal interview.

Greist et al.85 found good agreement with traditional methods of assessing psy-

chological conditions. Boekeloo et al.4 obtained less item nonresponse using

computer interviewing than with paper questionnaires.

Computer interviewing might eliminate data entry and reduce staffing, but

the hardware and programming costs might be considerable, and the methods’

portability might be limited.

Telephone interviewing The use of a telephone permits interviewing to be

conducted anywhere within the range of the public telecommunications sys-

tem. While not necessarily a computer interviewing method, most modern tele-

phone surveys are done with a Computer-Assisted Telephone Interview (CATI)

approach1.

Telephone interviewing is perceived as more anonymous than face-to-face

interviewing86,94,120, but less confidential than SAQs94,120. Aquilino and Lo Sci-

uto75 and Gfroerer and Hughes106 found that self-report of drug use was under-

reported by telephone interview compared to SAQs. Moum91 found no differ-

ence in identification of psychiatric disorders between telephone and face-to-face

modes, but the use of SAQs obtained higher rates than either telephone or face-
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to-face. Aquilino74 found that the differences in reporting by telephone rather

than face-to-face may be more important with some subpopulations, such as

black Americans.

Telephone interviewer characteristics such as voice54, sex and age94 can

also influence socially desirable reporting. Fendrich and Vaughn82 found that

under-reporting was associated with increasing interviewer familiarity with the

respondent.

2.5.3 Conclusions

Of the direct methods, the more confidential methods, such as SAQs and mail

surveys, obtained lower socially desirable reporting, but could produce high item

non-response rates. The validation methods were impractical and expensive for

survey applications, and the question presentation methods were problematic.

The anonymous methods reduced socially desirable reporting, but were imprac-

tical and expensive, and may not be applicable to longitudinal studies that track

individuals. The computer-based methods reduced socially desirable reporting

and telephone interviewing could result in interviewer bias. It also remained

unclear whether CATI reduced socially desirable reporting.

2.6 An alternative method:

Interactive voice response (IVR)

One way to ameliorate many of the problems associated with asking sensitive

questions is to improve the technology used for data collection. Interactive

Voice Response (IVR) is a relatively new and promising technique for telephone
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interviews that enables the rapid, accurate and timely collection of data with a

confidentiality similar to that of SAQs.

In IVR the human telephone interviewer is replaced by a high quality record-

ed voice interview to which the respondent provides answers by pressing the

keys of a touch-telephone. The system can be programmed to call nominated

numbers or to accept calls. Using IVR, interviews can be conducted at the sub-

ject’s convenience allowing access to populations not available during business

hours, permitting a greater logistic freedom. As with CATI, subjects can be

anywhere within the range of modern telecommunications systems. There is no

interviewer bias and transcription errors are reduced since the data are directly

keyed by the respondent.

Many people have already encountered IVR when dealing with large cor-

porations or government agencies. In 1998 the proportion of households in

Australia paying bills or transferring funds by telephone ranged from 27% to

44% between states and territories173 indicating that Australians were increas-

ingly familiar with IVR technology. Some universities now use IVR to provide

course and career information, provide examination results, library loan control,

re-enrollment and distance-learning information174–176.

IVR is a relatively new area in public health research, but it appeared from

the previous research discussed in Chapter 1 to have considerable promise as

a standardized and confidential tool for assessing community rates of screening

behaviours and for delivering health-related messages and reminders.

Overall, it was considered that IVR offered considerable advantages over the

other methods:

• Although not a genuinely anonymous method such as the randomized
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response or item counting methods, IVR was likely to be perceived as

confidential, which should reduce socially desirable reporting67,85,177;

• Non-sampling errors would be reduced since the data are directly keyed

by the respondent26,51,178;

• There is no interviewer effect either at a single time, nor accumulating

over time, as might occur in face-to-face interviewing90;

• IVR could be used to track consenting individuals within longitudinal

assessments10,33,35,179,180;

• Probe questions could be used when individuals reporting sensitive be-

haviours were identified33;

• An IVR system could run automatically and continuously enabling large

populations to be economically screened or interviewed44,181;

• Respondents could listen to a message at their own rate rather than being

hurried, as might occur in a CATI94;

• Since IVR used a standardized interface and assessment was conducted

by a computer, diagnostic accuracy was likely to be improved178; and

• The cost per contact was likely to be small178,182–184.

2.7 Conclusions

The considerable advantages of IVR over existing methods for dealing with sen-

sitive questions merited investigation. IVR technology had not yet been tested
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for acceptability, cost-effectiveness and feasibility in the general community set-

ting. It was anticipated that it would provide a research tool similar to CATI,

but also with an improved accuracy, more up-to-date monitoring of public health

behaviours, and at a lower cost.

It was decided that a comparison should be made of IVR and another method

to ask sensitive questions. The closest interviewing method to IVR was CATI.

The next chapter describes the development of a software tool to provide both

IVR and CATI functionality.



Chapter 3

The Generalized Electronic
Interviewing System (GEIS)

3.1 Introduction

At the initiation of this research no software was known that could provide both

Computer-Assisted Telephone Interview (CATI) and Interactive Voice Response

(IVR) functionality, nor that could provide the complexity that was expected in

the surveys to be conducted. Accordingly, a custom software called Generalized

Electronic Interviewing System (GEIS) was developed for this study by the

candidate.

Because the exact nature of the functionality that would be required was

not clear at the time, a very general scripted system was developed capable of

supporting the two modes, CATI and IVR. Unlike a programmed interviewing

system, a scripted system allowed scripts to be easily and quickly modified

to adapt to changing research needs, and also allowed interview scripts to be

completely and openly documented. For example, no aspect of an interview,

such as question-jumps, was written in program code. Instead, all aspects of

the interview were incorporated into the script.

46
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Since the data would be analyzed in SAS/STAT r©software185, GEIS was

written with SAS/AF r©software186 to simplify data access. However, Visual

Voice r© Pro version 5.0 software187 was needed to control the IVR hardware.

3.2 Aims

The aims of this chapter are to describe:

1. Using GEIS to create an interview;

2. The implementation of GEIS;

3. The storage of data within GEIS; and

4. How scripts are written using GEIS.

3.3 Using GEIS to create an interview

GEIS eliminated the need for programming. Instead, the survey designer spec-

ified all details of CATI and IVR questionnaires in the script. The overall

procedure to develop a script in GEIS is shown in Figure 3.1. In this study, the

candidate was the survey designer.

The process began with the creation of a data set containing the respondent

contact information and an interview script. The CONFID dataset (see Table 3.4

of Section 3.5.1) contained the respondents, their telephone numbers, and ad-

dresses. Each respondent was assigned a unique identification code using the ID

variable. The interview script was then prepared using a text editor. The script

had to obey GEIS syntax conventions (Section 3.6). Apart from defining the
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Prepare the script as an external text file

Import the script into GEIS

Script errors?

Compile the script in GEIS

Compiler errors?

Pilot the script in GEIS

Errors?

Proceed with survey

Prepare a CONFID dataset containing
the respondent contact information

Yes

No

Yes

No

No

Yes

Figure 3.1: The procedure to develop a script within GEIS.
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interview within GEIS the script also served as an open, standard, and publish-

able method of documenting interviews. Other data sets might sometimes be

needed, such as the responses given by individuals during a previous interview

that might be used to select questions for the next interview.

The script was imported into GEIS (Section 3.4.1). Errors in syntax were

reported by GEIS at this stage. These were corrected and the script import

attempt repeated until no errors occurred.

The script was then compiled. The compiler created the data sets needed by

the project and performed numerous checks (Appendix Section A.1) that had

to be passed before the script was permitted to be used. These checks were

sufficiently detailed that most scripts ran reliably on the first attempt.

The script was then piloted (Section 3.4.1). This step had a series of goals,

including finding errors not detected by the compiler, refining the wording of

questions, piloting the interview with volunteers, and training interviewers.

Once the script testing had been completed, the project data sets were trans-

ferred to a share server (Section 3.5.3) where they might be used by CATI

interviewers and the IVR system to collect data.

3.4 Implementation of GEIS

3.4.1 The GEIS windows

GEIS consisted of a series of windows described below.
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Figure 3.2: The GEIS control panel.

Control panel

The GEIS control panel (Figure 3.2) allowed access to all functions. The primary

facilities available from the control panel were: (a) script importing and editing,

(b) script compilation, (c) interview piloting, (d) system reports, (e) system

maintenance, and (f) data set finalization. Each of these facilities was obtained

by clicking the corresponding buttons in the control panel. They are described

in detail below.

Script importing and editing

Scripts were imported into GEIS from the script import window (Figure 3.3).

The script import window displayed the script file name as well as the names

of any sub-scripts. A script could be edited in the internal editor or by using

an external text editor or word processor.

When a script was imported a window (Figure 3.4) was displayed to show the

results of the import process. Errors and warnings were displayed in differently
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Figure 3.3: The GEIS script import window.

coloured texts.

Other utilities available from the script import window were script export-

ing, flow-charting, script viewing, and editing the recorded messages using the

phrases editor. The phrases editor (Figure 3.5) allowed the user to record the

IVR messages for questions in a script. The text for each question was displayed

on the screen. The phrases editor window was used to assign the recorded mes-

sage file to the question.

Script compiling

The compiler window was opened from the control panel by selecting the ‘De-

velop’ button (Figure 3.2). An imported script was compiled from the compiler

window (Figure 3.6). This process involved creating data sets and catalogues,

checking the script for errors, and updating the GEIS log.

The GEIS compiler wrote error, warning and information messages to the



CHAPTER 3. GEIS 52

Figure 3.4: The GEIS script import results window.

Figure 3.5: The GEIS phrase editor for IVR messages.
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Figure 3.6: The GEIS compiler window.

GEIS log. After each compilation the GEIS log needed to be examined and if

errors were found the script needed to be modified and recompiled. The compiler

also deleted the project’s data sets if errors occurred, preventing the user from

proceeding with an invalid script.

Additional functions available from the compiler window included: (a) man-

ual editing of the GEIS data sets; (b) viewing compiler information; (c) config-

uring the GEIS e-mail system; (d) processing the GEIS formats; (e) recovering

interview information lost due to power failure; and (f) viewing automatically

generated flow-charts showing the script’s logic structure.

Interview piloting

Interview scripts needed to be pilot-tested before the survey started. This is

termed ‘piloting’ in this thesis. To do this, the full interviewing system was run

from the control panel by selecting the ‘Pilot’ button (Figure 3.2). The CATI
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interviewers did not use the control panel; instead they ran the full interviewing

system directly.

In CATI surveys the interviewing system consisted of three separate win-

dows. Starting from the control panel, pressing the ‘PILOT’ button opened

the interviewer log-in window (Figure 3.7). This window was the same window

used by interviewers to log into the GEIS interviewing system. Once logged in,

interviewers could then press the ‘START’ button which opened the respon-

dent selection window (Figure 3.8). In the respondent selection window, the

interviewer could select respondents that appeared in a pull-down list. These

respondents were those that GEIS had determined were currently eligible for

interviewing or which had been deliberately selected by the survey administra-

tor. The pull-down list also allowed interviewers to search by name or telephone

number for a particular respondent within the list.

Once a respondent had been selected an interview could commence. To

start an interview, interviewers pressed either the ‘CALL ANSWERED’

or ‘CALL’ buttons∗ which opened the respondent interviewing window (Fig-

ure 3.9).

For IVR surveys only the respondent interviewing window was used. Starting

from the control panel, pressing the ‘PILOT’ button caused the respondent

interviewing window to open. GEIS would then automatically proceed with

selecting respondents, ringing numbers, and conducting interviews.

∗Whether the ‘CALL ANSWERED’ or ‘CALL’ buttons were displayed depended on
the script.
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Figure 3.7: The GEIS interviewer log-in window.

Figure 3.8: The GEIS respondent selection window showing pull-down list used
to select a respondent.
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Item nameResp. phoneResp. nameResp. IDModule/submodule

Question text

‘Question not
answered’ indicator

‘Next’ button

‘Back’ button

Data entry fields
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Figure 3.9: The GEIS interviewing window.

Figure 3.9 illustrates the interviewing window. To minimize interviewer-

training and interview-variation the design of the interviewing window remained

unchanged between projects. For example, the data entry controls remained in

the same location on the screen for each question and each survey project.

For each question the interviewing window displayed the: (a) respondent ID

code; (b) respondent name; (c) respondent telephone number; (d) item name;

(e) module and submodule; (f) question text; (g) ‘question not answered’ indi-

cator; (h) ‘NEXT’ and ‘BACK’ buttons; and (i) data entry fields.

The ‘Next’ button caused GEIS to display the next appropriate question and

the ‘Back’ button caused GEIS to redisplay the last asked question. In the IVR

mode the same functionality was present as in the CATI case, but movement

back and forwards through the script was controlled by the respondent pressing

keys on their touchphone. The ∗ key returned to the previous question, and the

# key moved ahead to the next question or repeated the current one.

GEIS never displayed the next question until the current question had been

answered. It did allow the previous question to be redisplayed so that the



CHAPTER 3. GEIS 57

Figure 3.10: An example of a GEIS report window.

previously-entered data might be corrected. In this way the interviewer might

return as far back as the beginning of the interview. This was also possible in

the IVR mode. The means by which GEIS determined the next question to be

displayed is discussed in Section 3.6.3.

System reports

The reports window was opened from the control panel by selecting the ‘Re-

ports’ button (Figure 3.2). GEIS project data sets were inspected from the

reports window (see Figure 3.10) during and following a survey. The reports

window was normally run to monitor the progress of data collection and inter-

viewer performance. Once data were accumulated by CATI interviewers or the

IVR system, they could be immediately analyzed using standard SAS programs.



CHAPTER 3. GEIS 58

Figure 3.11: The GEIS respondent status code maintenance window.

System maintenance

The maintenance window was opened from the control panel by selecting the

‘Maintain’ button (Figure 3.2). The maintenance window (see Figure 3.11)

allowed users to edit interviewer details as well as modify respondent contact

and control information. It did not allow respondent answers to be modified.

Data set finalization

The output window was opened from the control panel by selecting the ‘Out-

put’ button (Figure 3.2). The output window (see Figure 3.12) provided a

backup facility that allowed all the files associated with a GEIS project to be

saved together to another location. It could also perform other functions on the

data sets to assist in later analysis, such as decoding answers to multiple-option

questions.
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Figure 3.12: The GEIS output window.

3.4.2 Implementing IVR within GEIS

Additional hardware consisting of a voice card was required to introduce IVR

functions within GEIS. Technical details for this are given in Appendix Sec-

tion A.2. The card allowed GEIS to initiate or receive calls, play recorded voice

messages stored in files, record messages spoken by respondents, and respond

to touchphone key presses by the respondent. The voice recordings were stored

in files that were specified in the script by the use of keywords.

As a convention in this thesis, the software is referred to as GEIS and the

computer in which the voice card was installed is called Recorded Voice System

(RVS).

When GEIS initiated a call to a respondent it needed to distinguish a per-

son from an answering machine so it could respond correctly. The voice card

provided two alternatives for detecting answering machines: acoustic analysis

and salutation length determination. In acoustic analysis the voice card used
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the quality of the sound to determine whether the line was answered by an an-

swering machine. Initial experimentation indicated that this was not a reliable

method. The preferred method was salutation length determination in which

the voice card monitored how long the respondent spoke when answering a call.

For example,

“Hello.”

is briefer than

“Hello, we’re not in at present.”

The first case is much shorter and would be assumed to be spoken by a person

while the longer second case would be assumed to be a recording on an answering

machine.

3.4.3 Selecting interviewees

There were several situations where selecting respondents for interviews needed

to be carefully controlled. For example: (a) respondents who had completed

an interview should not be re-contacted; (b) respondents who had arranged to

complete the interview at a specific date and time should be called then, and

not before or after; (c) numbers that were not answered needed to be called

back later at intervals until contact was made; (d) numbers should not be called

until any pre-contact letter, if used, had a chance to arrive at the household;

(e) respondents who were known to be ineligible should not be called; and

(f) respondents who had refused should not be called back.

Each survey might require a different method of selecting respondents for

interview. To allow for this, GEIS used a series of variables that worked in com-



CHAPTER 3. GEIS 61

bination to control how respondents were selected for interview in a particular

survey: START, SELECTED, ELIGIBLE, STATUS, CBCKDATE and CBCKTIME.

The functions of these variables are described in Table 3.1. Only those respon-

dents for which these variables contained appropriate values would appear in the

CATI interviewer’s pull-down list. The IVR system used an analogous method

to select the respondents.

3.4.4 Status codes

The STATUS variable was used to store the status of interviews as they pro-

gressed through contact attempts to interview finalization. The STATUS vari-

able used a two-letter coding system. The principal codes are shown in Table 3.2

and a complete list is shown in Appendix Table A.1 of Appendix Section A.3.

The status code for each case was initially set to code ‘NA’ (No Attempt)

and then typically progressed over a series of telephone calls through various

codes, such as are shown in Table 3.3. The STATUS code could not be changed

from a higher degree of completion to a lower one; e.g. it could not be changed

from ‘PQ’ to ‘ET’, or from ‘CB’ to ‘NA’.

Whenever an interview was stopped and recommenced at a later time, GEIS

would restart the interview at the point left off. This typically occurred if the

previous interview had been saved with STATUS code ‘PQ’.

After a fully-completed interview ended the status was normally set to code

‘CQ’ (Completed Questionnaire) by a script STAT item (see Table 3.5 in Sec-

tion 3.6.2). However, if after having reached the end of an interview, the in-

terviewer then pressed the ‘BACK’ button to return to an earlier item and

changed an answer, the system would automatically reset the status back to



CHAPTER 3. GEIS 62

Table 3.1: GEIS variables used to select interviewees.

Variable Function
START This variable was set to the earliest date and time a respon-

dent should be contacted. Respondents did not appear in the
CATI interviewer’s pull-down list and were not available to
the IVR system until the START date and time had passed.

SELECTEDa If the interviews for certain cases were to be prevented indefi-
nitely, this variable was set to zero. These respondents would
then not appear in the CATI interviewer’s pull-down list and
were not available to the IVR system. As soon as the variable
was reset to one the cases became available immediately for
interviewing.

ELIGIBLEa Some cases could be removed because of ineligibility by set-
ting this variable to any positive value. These respondents
would not appear in the CATI interviewer’s pull-down list
and were not available to the IVR system until the ELIGIBLE
value was reset to zero.

STATUS As interviews were completed or cases were eliminated from
interviewing their condition was recorded using this variable.
It is described in more detail in Section 3.4.4 on the preceding
page.

CBCKDATE
CBCKTIME

When a respondent made an appointment within an IVR call
to be called back to complete an interview the date and time
was stored in these variables. The IVR system then called
them back at the due date and time.

a The SELECTED and ELIGIBLE variables performed the same function of selecting or de-
selecting respondents for interview, but were used in different contexts. The SELECTED
variable was used to select or deselect large numbers of respondents for interview whereas
the ELIGIBLE variable was used to select or deselect single respondents for interview for
specific reasons.
The SELECTED variable was principally set within SAS data step programs. An example
was where respondents in one region were to be interviewed later in the survey than
respondents in another region.
The ELIGIBLE variable was principally set from the GEIS control panel. An example was
where a respondent had refused or an information letter had been returned. In these cases
the ELIGIBLE variable would be set to an appropriate code.
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Table 3.2: Principle STATUS codesa.

Principle STATUS Code Meaning
‘AM’ Answering machine.
‘CB’ Call-back arranged.
‘CQ’ Completed questionnaire.
‘DO’ Dropped part-way due to refusal.
‘DR’ Dropped before starting due to refusal.
‘DT’ Disconnected tone.
‘ER’ Error condition.
‘ET’ Engaged tone.
‘FM’ Fax machine.
‘NA’ No attempt made to contact.
‘OS’ Out of scope — ineligible.
‘PQ’ Partly-completed interview.

a A complete list of status codes appears in Appendix Table A.1 of Appendix
Section A.3.

Table 3.3: Example of STATUS codes in successive call attempts.

Call Number Call Outcome STATUS Code
0 ‘NA’

↓
1 Call rang out without answering. ‘RT’

↓
2 Number was engaged. ‘ET’

↓
3 Call answered by answering machine. ‘AM’

↓
4 Respondent contacted and appointment

made to call back.
‘CB’

↓
5 Part-interview completed. ‘PQ’

↓
6 Interview completed. ‘CQ’
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‘PQ’ (Partly-Completed). This status code then persisted until a script STAT

item (Table 3.5) became active again and changed it again.

3.4.5 Data quality considerations

An advantage of an electronic interviewing system is that many checks can be

placed on data entry to reduce inconsistencies and errors. The checks in GEIS

can be categorized as: (a) range limit checks; (b) item non-response recording;

and (c) script logic checks. These are described below.

Range limit checks

In GEIS, numeric quantities that could be entered were simple integers (i.e. . . . ,

-2, -1, 0, 1, 2, . . . ), numbers with decimals (e.g. 4.7, 0.2663), dates (e.g. 310701,

31JUL2001), and times (e.g. 9PM, 12:45:00). Numeric quantities were subjected

to range limit checks of two types: absolute limit checks and reasonableness limit

checks. Both types were specified within the script. GEIS did not allow a number

that fell outside absolute limits to be entered. A number that fell outside the

reasonableness limits had to be confirmed before it was accepted. One or both

of these limits, as well as the upper and lower values of each limit could be

omitted.

Item non-response recording

GEIS would not display the next question until the current question had been

answered. This ensured that answers to individual questions could not be omit-

ted. However, respondents might drop out of an interview if they were required

to answer all the questions, especially if some were sensitive. To avoid this, a
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respondent’s refusal to answer a question requiring a numeric response, or re-

fusing to select one of a set of discrete options, was recorded using the code .R.

The .R value was a special numeric value recognized by SAS. When these values

were used in an item the script had to allow for them in its logic structure.

By default the SAS software omits the .R code when tabulating data. Also,

item non-response rates could be calculated as the proportion of items with .R

answers.

How the .R codes were entered by CATI interviewers and IVR respondents

depended on the type of question. For example, for questions requiring a nu-

meric response CATI interviewers entered “.R”, whereas IVR respondents were

instructed to press a specific touchphone key, such as key ‘0’. This is further

discussed in Section 3.6.2 and Appendix Section A.7.4.

Script logic checks

After a script was imported, GEIS compiled it into a format that it could use

to generate the CATI or IVR interface. This process involved creating data

sets, catalogues, and checking the script for errors. Compiler error and warning

messages were written to the interviewing log. The compiler checks were very

extensive and a summary is given in Appendix Section A.1.

3.4.6 Call scheduling

CATI interviewers would typically ring back non-contacted numbers at intervals

until contact was made, a call limit was reached, or the project ended. Since the

IVR system operated automatically it used a call scheduling algorithm shown in

Figure 3.13. The algorithm was based on the optimal scheduling algorithms of
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Any call-backs due?

Any answering-machines
to be called?

Any previously-attempted
non-contacted numbers

 to be called?

Any unattempted cases?

Attempt interview

No
Yes

Yes

Yes

Yes

No

No

No

Figure 3.13: IVR call scheduling loop.

Kulka and Weeks188 and Steel et al.52. The algorithm assigned cases to the four

categories: (a) call-backs due, (b) answering machines, (c) previously-attempted

non-contacts, and (d) unattempted cases. Except for call-backs that were called

when they became due, calls were made at alternating short and long intervals.

Thus, if no contact was made, a number would be rung thirty minutes later. If

no contact was made on the second attempt, it would be re-rung eight hours

later, or even later. If still no contact was made, the number was re-rung thirty

minutes later, and so on. Further information on the algorithm can be found in

Appendix Section A.4.
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3.4.7 Call cost

Information was retained by GEIS to allow the cost of calls to be calculated. In

Australia, the cost of telephone calls depended on the call duration, time of day,

and distance between the caller’s and called-party’s telephone exchanges189.

The distance was taken to be the great circle distance from the local Wallsend

exchange to the respondent’s telephone exchange, as given by Equation 3.1190.

The longitude and latitude of exchanges in Australia were available from Telstra189.

D = 1.852× 60× arccos {sin(L1) sin(L2) + cos(L1) cos(L2) cos(Dg)} (3.1)

where: L1 = latitude of the Wallsend exchange (-32.9◦),

L2 = latitude of the respondent’s exchange (◦),

Dg = longitude of the Wallsend exchange (151.7◦) minus the longitude of the

respondent’s exchange (◦),

D = computed distance (Km).

The distances were saved for all exchanges in Australia to a permanent SAS

data set, DISTANCE (see Appendix Section A.5.2). The compiler obtained the

distance to each respondent’s location by searching the DISTANCE data set for

the respondents’ telephone number prefixes.

3.5 Data management in GEIS

3.5.1 Data storage in GEIS

There were several GEIS data sets, as shown in Table 3.4. When a script was

imported, it was saved to the SCRIPT data set. During compilation, GEIS used
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Table 3.4: The major GEIS data setsa.

Name Content
CONFID This data set contained the respondent contact details, includ-

ing name, telephone number, and address.
SCRIPT This data set was created when the script text file was im-

ported. It contained all information needed to define the ques-
tionnaire, such as: (a) question texts, (b) allowable options for
closed-form questions, (c) range-limits tests for numeric ques-
tions, and (d) the logical relationships between all items in the
questionnaire.

ANSWERS All answers given by respondents were stored in this data set.
CONTROL This data set held the information used by GEIS to control the

interviewing process.
INTRVS The accumulated time each interviewer spent interviewing was

stored in this data set.
ILOG All system events and errors were stored in this data set.
a A complete listing of the GEIS data sets appears in Appendix Section A.5.

information in the CONFID and SCRIPT data sets to create all of the other data

sets. The data sets are described in more detail in Appendix Section A.5.

3.5.2 Record locking

Only a single interviewer could access a particular respondent’s data at one time.

This eliminated the possibility that two interviewers might make simultaneous

attempts to ring the same respondent. To do this, when the interviewer selected

a respondent, the respondent’s ID value was used to locate the appropriate

record in all data sets and those records were then locked preventing them

being modified by another user or program. To illustrate, in Figure 3.14, the

records for ID 105 in four GEIS data sets have been locked.
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CONFID CONTROL ANSWERS PROTECT
ID SELECTED ID STATUS ID Q2 ID Q2
101 1 101 DR 101 20 101 Y
102 1 102 DR 102 20 102 Y
103 1 103 DR 103 20 103 Y
104 1 104 DR 104 20 104 Y
105 1 105 DR 105 20 105 Y
106 1 106 DR 106 20 106 Y
107 1 107 DR 107 20 107 Y

Figure 3.14: Example of record-locking in multiple GEIS data sets.

3.5.3 Multiple data access

Several CATI interviewers typically conducted interviews simultaneously. Sim-

ilarly, the IVR system might conduct up to four interviews at the same time.

Multiple simultaneous access to the GEIS data sets in Table 3.4 was needed to

do this. This was done by using the record-locking method described in Sec-

tion 3.5.2 to lock individual respondent’s records, and by means of a SAS share

server191.

The share server was a program run on a computer connected to the same

network to which the CATI workstations and IVR system were connected (see

Appendix Figure A.1). The network allowed communication between the work-

stations, IVR system and share server. Using a share server meant that the data

sets could also be accessed by other software when data were being collected.

This allowed analysis programs to be run when interviewing was occurring on

the CATI workstations and IVR system. The program written to control the

share server and an example of a program used to access data on a share server

is shown in Appendix Section A.6.
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3.6 GEIS scripts

The structure (Section 3.6.1), item types (Section 3.6.2), logic statements (Sec-

tion 3.6.3), and question texts (Section 3.6.4) of GEIS scripts are described

below. More technical information about GEIS scripts is given in Appendix

Section A.7.

3.6.1 Script structure

A GEIS script contained all the information needed to define the interview,

including all:

• question texts;

• option texts and codes;

• range check information;

• logical question-branching information;

• interview termination status information;

• DO-loop information; and

• IVR information.

The GEIS script also provided a standard, non-proprietorial, open method of

project documentation. This meant that comparisons between survey projects

could be achieved by publishing the scripts.

The script could be created in any text editor. The file was then imported

into GEIS and saved to the SCRIPT data set. During the import process GEIS

displayed a window (Figure 3.4) that repeated the script information to allow
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CHCE 7 D_05 5 _MAKE_ LABEL

DEMOG EDUCAT

DOB>.

What is the highest level of schooling you have completed:

never attended school, primary school, secondary school,

Technical, Trade, Vocational Certificate, or Diploma,

University or College of Advanced Education degree,

or some other kind of education?

1 No education

2 Primary school

3 Secondary school

4 Technical/ Trade/ Vocational Certificate or Diploma

5 University or CAE degree

6 Other Education

.R Refusal

Education level

**************************************************

Figure 3.15: Example of a GEIS script item.

the user to confirm the script had been read correctly. It also checked that

the script conformed to the correct syntax and showed any warning and error

messages as needed.

3.6.2 GEIS script item types

A GEIS script contained a series of items that corresponded to questions in a

questionnaire or performed other functions. An example of a script item is

shown in Figure 3.15. The example defines a question that asks about the

respondent’s education and which allows seven possible answers.

A script item’s first and second lines were used to specify various options. In

the example in Figure 3.15, the item’s type is ‘CHCE’ and its name is ‘D 05’. A

CHCE item type was used to specify a question with a restricted set of possible an-

swers. The third line was used to specify an expression called the self-protection

statement (Section 3.6.3). In the example this is ‘DOB>.’. The next lines were

used to specify the question text. In the example this is ‘What is the highest
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level of schooling you have completed: never attended...’. Follow-

ing the question text were settings that depended on the item type. The ques-

tion in the example only allows a restricted set of possible answers. These

are given with their corresponding numeric codes. For example, ‘3 Secondary

school’. One of the numeric codes is ‘.R’, which was the code to be recorded if

the respondent refused to answer (see Section 3.4.5). The penultimate line was

used to specify the item’s label assigned to the variable when the answer was

saved to a SAS data set. In the example this is ‘Education level’. The last

line was a line of asterisks that visually divide the script items from each other.

The item type CHCE shown in Figure 3.15 indicated that the item was

a question with a restricted series of possible answers. Table 3.5 shows other

possible question types that could be specified in a GEIS script. Table 3.5 also

lists some other item types that did not correspond to questions, but served

additional purposes such as sending e-mails. Table 3.5 only shows the major

item types; a complete list is given in Appendix Section A.7.4 and their syntax

is given in Supplementary Materials Section 3.1.

GEIS configured the interviewing system according to the item type and

survey mode. As an example, including a CHCE type (single-choice question)

in the script caused GEIS to display a list box containing the possible answers of

which only one could be selected. In the IVR case, GEIS only accepted answers

that conformed to the item type. For example, for a CHCE type it would only

accept a single touchphone keypress.

Each question item type could accept refusals, which is discussed in Ap-

pendix Section A.7.4.
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Table 3.5: The major GEIS script item typesa.

Item Item Function
TITL Specified the title of the project and was used to set global

options.
CHCE Used to specify a question that might be answered by

exactly one of a limited set of possible answers.
INFO Used to supply instructions to the interviewer or informa-

tion to the respondent.
MAIL Used to send an e-mail to a nominated recipient after the

interview was completed.
MULT Used to specify a question that might be answered by one

or more of a limited set of possible answers.
NUM Used to ask a question that required a numeric answer,

such as a date of birth.
OPEN Used to ask a question that required an open-ended an-

swer.
STAT Used to set the status of the case when the interview ter-

minated: completed, refused, partly-complete, etc.
TABL Used to ask a question that required multiple numeric or

open-ended answers.
a A complete listing of GEIS script item types is given in Appendix Section A.7.4.
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3.6.3 Self-protection statements

Questions within an interview appeared in a particular order. The selection of

the question could have depended on the answers given beforehand, or there

might have been an unvarying question order. In GEIS, a CATI interviewer

might also have moved back several questions to a previously-entered answer

and altered it. The determination of which question to display was done in

GEIS by assigning a Self-Protection Statement (SPS) to each item.

A Self-Protection Statement (SPS) was a single logical statement that formed

part of each item and which always evaluated either to true or false. The

name, ‘Self-Protection Statement’, was selected because if the statement was

false then the associated item was deemed to be protected and could not be

displayed. Conversely, if the SPS was true then the associated item was deemed

unprotected and could be displayed.

The example in Figure 3.16 shows the logical relationships between four

questions. Each question has its own SPS. The only allowable answers to Q1

are “male”, coded as one, and “female” coded as two. The item Q2 in this

example accepts any numeric response. The only allowable answers to Q3 are

“yes”, coded as one, and “no” coded as two. The possible answers for question

Q4 have been omitted.

The SPS for Q2 is “Q1 NE .”. In the SPS, the term “Q1” refers to the

answer given to question Q1, the term “NE” means “not equal to”, and the

term “.” means “not-answered”. Thus, the interpretation of the SPS is: Q2

is unprotected and displayable only if Q1 has an answer. So either answering

“male” or “female” suffices for GEIS to display Q2.

The item Q3 has the SPS “(Q1 NE 2) and (Q2 NE.)”. This means that
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Q1.
Are you male or female?  (male=1; female=2)

SPS: Q0 NE.

Q2.
How old are you? (years)

SPS: Q1 NE .

Q3.
Have you ever had breast cancer? (yes=1; no=2)

SPS: (Q1 NE 2) and (Q2 NE .)

Q4.
SPS: (Q2 NE .) or (Q3 NE .)

Figure 3.16: Example of the logical relationships between four questions, their
self-protection statements, and option-code values.
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Q3 may only be displayed if the answer to Q1 is “female” and Q2 is answered. If

the answer to Q1 had been “male” Q3 would not be displayed. This illustrates

that a SPS in GEIS could make use of the answer to any preceding question.

The last item Q4 has the SPS “(Q2 NE .) or (Q3 NE .)”. This means

that Q4 may only be displayed if Q2 had been answered or Q3 had been

answered. Overall, male respondents would be asked questions Q1, Q2, and

Q4; female respondents would be asked questions Q1, Q2, Q3, and Q4.

The use of Self-Protection Statements (SPSs) permitted the complex logic

structure of a questionnaire to be condensed to simple statements, one for each

item in the questionnaire. They are described in more detail in Appendix Sec-

tion A.7.3.

3.6.4 Answer-quoting in question texts

The question texts could be modified dynamically to fit each respondent’s situ-

ation. An example would be the question

“Is the telephone number ‘1234 5678’ the correct number to ring?”

The process by which GEIS did this was termed answer-quoting. Answer-quoting

was the process of inserting the values of other variables into the question text.

Often, these values were the answers to preceding questions.

To quote an answer to a previous item, the previous item’s name was in-

serted in the question text and surrounded by two carets. For example, “Last

time you said ^Q^.”. If the quoted item was numeric then simple arithmetic

operations could also be defined, such as ˆQ5-3ˆ, which subtracted 3 from the

value of Q5 and then inserted the formatted value into the question text.
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Answer-quoting could also be used for IVR interviews to dynamically modify

the recorded messages. This is explained in Appendix Section A.7.2.

3.7 Conclusions

GEIS consisted of a series of windows that allowed scripts to be imported, com-

piled and run, projects to be maintained, and data sets finalized. Respondents

were selected or deselected by means of a series of variables according to the al-

lowable dates and times, and states of interviews. The system incorporated data

quality checks including range limit checks, not allowing any eligible question

to be skipped, and a comprehensive series of logic checks. Calls to respondents

in the IVR mode were made according to the state of interviews, and date and

time of previous attempts. Cost of calls was calculated using the distance to the

respondent’s telephone exchanges and the time of the day the call was made.

Data were stored in SAS data sets and managed by a share server to control mul-

tiple access by interviewers. Scripts included all information needed to define

the interviews, allowed for various types of questions to be asked, incorporated

variable questions by means of answer-quoting, and permitted a complex logic

structure to be specified.

The development of this software allowed research to be conducted with

CATI and IVR using a common script syntax. The next stage in the study was

to evaluate the reliability and acceptability of GEIS when making outbound or

receiving inbound calls. This is described in the next chapter.



Chapter 4

Developing and testing the
Interactive Voice Response
system

4.1 Introduction

This chapter describes the development and testing of the Interactive Voice

Response (IVR) interface.

It was necessary to develop and test Generalized Electronic Interviewing

System (GEIS) and its capacity to conduct interviews using both IVR and

Computer-Assisted Telephone Interview (CATI) as the planned main study in-

volved both an IVR and a CATI component. Development and testing were

done alternately, with changes being made as the software was tested.

Although both interview modes (IVR and CATI) required testing, it was

considered that the CATI mode was sufficiently well developed. The Hunter

Centre for Health Advancement (HCHA) was invited to use GEIS to support

its CATI work. During the period 1999–2001 a total of 5,472 CATI interviews

were completed using all item types to be used in the proposed main study. Any

problems that arose with GEIS were solved and difficulties experienced by users

78
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and interviewers corrected during this period. The CATI interface was found

to be working correctly and had proved acceptable to users.

The IVR system could be used in two ways of immediate interest: (a) to

make outbound calls and directly recruit respondents, or (b) to receive inbound

calls from respondents who had already been invited to participate. Both uses

of the IVR interface were novel and therefore needed testing. This was to be

conducted initially using staff at the HCHA, and later with a small community

pilot sample to examine acceptability and the response rate.

4.2 Aims

The aims of this chapter are to describe:

1. The testing of outbound dialing;

2. The testing of inbound dialing; and

3. The acceptability of the system with a community sample.

The three aims were to be addressed in three stages: Pretest One, Pretest

Two, and Pilot One. As discussed in Pilot One (Section 4.5.6), it was later

found necessary to conduct a second pilot study, called Pilot Two.

4.3 Pretest One: Testing the outbound mode

4.3.1 Introduction

In order to use IVR for household surveys it was necessary for the computer to

make outbound calls and directly recruit respondents. The computer needed
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to do this without any assistance by a person. In outbound dialing, GEIS had

to dial the respondent’s telephone number and then determine whether the call

had been answered by a person or an answering machine. If the call was not

answered it needed to be able to reschedule the call for another time. It also

needed to be able to return calls at dates and times nominated by respondents.

During a call, respondents needed to be able to answer single-choice ques-

tions and numeric entry questions. However, as Chapter 1 has discussed, in

both CATI and IVR, respondents listened to spoken questions without having

the questions in written form, which placed demands on the respondent’s mem-

ory. During a CATI, an interviewer can repeat questions when a respondent

has difficulty in understanding a question. It was unclear whether respondents

would be able to repeat questions in an IVR interview.

4.3.2 Pretest One aims

Aims for the pretest were to:

1. Assess GEIS’s capacity to distinguish respondents from answering ma-

chines;

2. Assess if respondents could reschedule calls to more convenient times;

3. Assess if respondents could respond to single-choice questions and numeric

entry questions;

4. Assess if respondents could repeat questions; and

5. Assess the method’s acceptability to respondents.
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4.3.3 Methods

Design

A survey of alcohol consumption of staff and students working at the HCHA was

conducted using the outbound IVR method. The interviews were not intended

to assess the alcohol consumption of the participants. Instead, the participants

were invited to critically examine the interview experience.

Sample

The HCHA’s electronic telephone listing was used to prepare a sampling frame.

Records were deleted from the frame if: (a) an individual was not working at

the HCHA; (b) the address was not that of the HCHA; or (c) there was no

telephone number or name. A simple random sample of 20 individuals was then

selected. This was a sufficient sample size to assess any practical difficulties.

Two volunteers were then added, giving a total sample of 22. Adding volunteers

was acceptable since the aim was to investigate the practicality of the method

and not its acceptability to a general sample of people. The sampling program

is shown in Appendix Section B.1.1.

Setting

This was an in-house pretest of staff and students from the HCHA and the

Discipline of Behavioural Science in Relation to Medicine, at The University of

Newcastle.
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Procedure

Respondent recruitment and instruction An e-mail was sent to the par-

ticipants three working days before the first interview. Attached to the e-mail

were an instruction sheet and an assessment form. (Figures B.1, B.2, and B.3

of Appendix Section B.1.2). The instruction sheet explained the purpose of the

project and the role of the participants. It also described how to answer ques-

tions by pressing touchphone keys, repeat questions using the hash key (#), and

return to the previous question using the star key (∗). The term ‘hash key’ may

not have been familiar to respondents since it has also been called the pound

key or octothorpe key192. To minimize confusion, the instruction sheet included

a picture of a telephone keypad that clearly showed the hash and star keys (see

Appendix Section B.1.2).

Call scheduling Initially, GEIS attempted to call each number for ten seconds

(about four rings) before disconnecting. This was done to avoid triggering the

HCHA’s voice mail system. However, since the voice mail system was in fact

still triggered in several cases the calling time was later changed to five seconds.

At intervals of one minute GEIS checked if any calls were due. Since it could

be assumed that most respondents would be available during work hours, non-

contacted numbers were retried every thirty minutes between the hours 1000–

1700.

Respondent identification On answering a call, GEIS played an introduc-

tory message and then asked the respondent to press key ‘5’. If a key press was

not detected within twenty seconds a message was played thanking the respon-

dent and stating that they would not be able to take part and the call was then
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terminated. This was done to allow for the possibility that some telephones

were either not touchphones or were not set to tone dialing.

If a key press was detected a message was played that described the survey

purpose. The message explained that GEIS could call back later if the current

time was not convenient or the respondent was unavailable. By default, GEIS

rang back the next day at the same time, but the respondent could change this

to an alternative date and time up to thirty days in the future.

Apparatus

A simplified version of the IVR hardware set up described in Appendix Sec-

tion A.2 was used to minimize management problems for the pretest. Only a

single line was considered necessary since the sample size was small.

Measures

Interview script The interview script (Supplementary Materials Section 4.1.1)

included items to handle the respondent identification procedures above. Also

included were demographic items (date of birth, employment status, marital

status, country of birth, aboriginality, age, and sex) and a five-item Alcohol Use

Disorders Identification Test (AUDIT)193–195. The AUDIT and demographic

items were used as examples of items from the proposed main survey.

For most single-choice questions, the number of answer options to items was

restricted to five or less according to literature recommendations for telephone-

based interfaces196. The demographic questions were used to test the practical-

ity of single-choice questions and numeric entry questions and were implemented

using the CHCE and NUM item types discussed in Section 3.6.2 of Chapter 3.
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To minimize dropouts respondents could refuse to answer a question by

pressing an indicated key. Which key was pressed depended on the question.

For example:

“If you are male, please press key one.”

“If you are female, press key two.”

“If you do not wish to answer, press key three.”

Both age and date of birth were asked to provide a means of assessing the

practicality of numeric data entry. The date of birth was entered as either a

six or eight digit number in European format. For example, 23 October 1960

could have been entered as 291060 or 29101960. The age was entered in whole

years. The age item was the first demographic item and date of birth was near

the end of the demographic items.

Movement through the interview script was controlled by the hash (#) and

star (∗) keys. If the current question had not been answered, pressing the hash

key caused it to be repeated. However, if the current question had been answered

pressing the hash key would cause the next question to be asked. Pressing the

star key (∗) caused GEIS to move back to the previous question.

Voice recordings Voice recordings were made in 16-bit mono 11kHz format

with an Optimus r© omnidirectional 33-3104 microphone and Creative Sound

Blaster r© Vibra 128 sound card. Recordings were made using the candidate’s

voice.

Assessment form After completing the interview, respondents completed a

paper assessment questionnaire (Figure B.3 of Appendix Section B.1.2). The
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questionnaire asked respondents if they realized initially that they were not

talking to a person, if they had difficulties with data entry, whether system

errors occurred, if they had to repeat questions, whether they arranged and

received call backs, and how comfortable they were in using the system. The

respondent was also asked for general comments on the interview.

Interview control Where an interview was completed the interview status

code was set to ‘CQ’ (Completed Questionnaire). Any cases that were scheduled

by the respondent to be completed at a later date were coded as ‘CB’ (Call

Back). If the respondent hung up after starting the interview the status was set

to ‘PQ’ (Partly-completed Questionnaire). For the partly completed interviews

an automatic call back was set for the same time the next day. When partly

completed interviews were recommenced GEIS played an explanatory message

and then started from the point left off.

Analysis

The number of calls required to make contact and to complete an interview was

collated using the CONTROL data set. The number of cases where call backs

were set by respondents was also enumerated. Answers and comments in the

assessment form in respect to data entry and acceptability were coded after

collection and frequency tabulations produced.

4.3.4 Results

Interviews were conducted between the hours 1044–1549 in August 1999. A total

of 21 (95%) completed responses and follow-up assessments were obtained. A

single remaining case was set as a call back but the person was not available when
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Figure 4.1: Pretest One frequency of the number of calls required to complete
an interview and to contact a respondent.

the second call came due. In the follow-up assessment, 12 (63%) respondents

reported that they realized immediately they were not talking to a person.

Contacting respondents

All respondents were contacted and half completed the interview within three

call attempts (Figure 4.1). A total of 75% completed the interview within six

calls, but two cases took 13 and 14 calls. Only one respondent did not complete

the interview due to non-availability. A total of four respondents arranged for

GEIS to call them back.

Call backs

A total of four (25%) respondents explicitly arranged for GEIS to call them back.

In the follow-up assessment, none reported finding the process confusing, but

one found the process too lengthy. None reported the call backs arriving at the
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incorrect time, although not all respondents were available at the time it came.

Data entry

Four respondents (25%) thought there should have been a greater interval be-

tween successive items. Six (32%) thought that keystrokes should be echoed

back. Three (16%) respondents thought there were questions with too many

options.

Two measures of the respondents’ age were available: their age as entered

in whole years, and their age as determined from their date of birth. There

were three cases (14%) where the respondent’s age as calculated from their

entered date of birth did not agree with their entered age. From comments on

assessment sheets two of these differences can be attributed to the respondents

attempting to test GEIS’s cross-validation capacity.

Repeating questions and acceptability

Responses to the assessment questionnaire are shown in Table 4.1 and Table 4.2.

The results are summarized in Table 4.3.

4.3.5 Discussion

Contacting respondents

The call scheduling system successfully contacted all but one respondent who

was not available during the pretest. During this time the scheduling system

continued to attempt to contact respondents until the whole interview had been

completed. Thus, the pretest satisfactorily confirmed GEIS’s capacity to contact

respondents.
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Table 4.1: Pretest One assessment results summary.

Question Yes %
When you initially answered the call did you realize you
were not talking to a person?

12 63

Were there any questions with too many options so that
it was difficult to remember them all?

3 16

Do you think there should have been a greater space be-
tween questions?

4 25

Did you have any problems in responding to questions by
pressing the number keys?

1 5

Did you repeat any questions using the hash key? 6 32
If you repeated questions, did you find the process con-
fusing?

1 17

Did you arrange a call-back to a later interview? 5 26
Did you find arranging call-backs confusing? 0 0
Was the process of setting call-backs too lengthy? 1 20
Did the call back arrive on the date/time you wanted? 5 100
When the call back came, did you find that answering the
call was confusing?

1 20

Did you hang up after starting an interview or before
pressing any keys?

0 0

Did the system do anything unexpected, such as fall silent
or hang up suddenly?

3 17

Did you find that it would have been helpful if the system
could have repeated each keystroke back to you?

6 32

Table 4.2: Pretest One agreement with feeling comfortable with
the system.

Agreement with feeling comfortable with the systema Yes %
Strongly agree 6 32
Agree 10 52
Neutral 3 16
Disagree 0 0
Strongly disagree 0 0
a Assessment question: ‘How do you feel about the statement: “I felt com-

fortable in using the system”?’.



CHAPTER 4. DEVELOPING AND TESTING THE IVR SYSTEM 89

Table 4.3: Pretest One summary of respondents’ comments.

Category Comment n %a

Technical error Problem with voice mail 3 14
Identify respondent better 4 19
Script error 2 10

8 38

Call back was convenient 3 14

Disliked/Impersonal system Impersonal start 1 5
Impersonal interview 3 14
Abrupt end 2 10

5 24

Liked the system 3 14

Poor voice 4 19

Liked the voice 4 19

Needs feedback 4 19

Does not need feedback 2 10

Too long/slow Interview too long 2 10
Needs a progress indicator 2 10
Interview too slow 1 5

5 24

Too fast Started too quick 2 10
Spoken too fast 1 5

3 14
a The categories are not mutually exclusive.
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Call backs

The call back procedure was successful, if rather lengthy. In this process:

1. The respondent was offered a default date that could be amended forward

or backward a day at a time; and

2. A default time was offered that could be amended forward or backward

an hour at a time.

It was concluded that a better method would have been to offer to ring back

the next day at the same time. This could be accepted with one key press. If

rejected, the system could then proceed to offer to set a particular date and

time.

Data entry

Although some respondents thought that keystrokes should be echoed back,

others commented that this would slow down the interview too much. It was

suggested by some that feedback be provided as data are entered for people

with visual disabilities. For example, GEIS might repeat back to the respondent

each touchphone key they pressed. A few thought this would slow the pace of

the interview too much.

However, no particular difficulty was encountered with data entry, and feed-

back would also increase the complexity of script development since each unique

option would need to be recorded. It was concluded that feedback was unnec-

essary, although it could be of use in some cases, such as studies of the elderly.

Some confusion was caused by an item asking about the number of alcoholic

drinks consumed. The item had five possible keys to press corresponding to the
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range of number of drinks (key ‘1’ for 1–2 drinks, key ‘3’ for 3–4 drinks, key

‘5’ for 5–6 drinks, key ‘7’ for 7–9 drinks, key ‘0’ for 10 and more drinks). This

differed from all other items which used ascending digits, 1, 2, 3, 4, . . . , for

answer option 1, answer option 2, answer option 3, answer option 4, etc. It was

concluded that ascending digits should have been used for all items.

Since only a single discrepancy was found between the calculated age and

entered age it appeared that entry of complex numbers did not cause a significant

problem. This meant that it would be feasible to include these types of questions

in further surveys.

Repeating questions

Six respondents repeated questions using the hash key and only one reported

a problem. The single respondent had pressed the star key (∗) instead of the

hash key (#). It was concluded that respondents could feasibly use the star and

hash keys for repeating questions.

Acceptability

Three of the technical errors that arose related to difficulties with the system

leaving messages on voice mail. This was due to call backs that had been ar-

ranged by the respondent or automatically set by GEIS, but which were answered

by the voice mail system. This suggested that when GEIS detected an answering

machine it should hang-up without leaving a message and if a call back was due

it should reschedule for some time later.

For some people, the introduction was judged as impersonal, while the ending

was too abrupt. This was thought to relate to the timing of messages. Once the
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respondent had pressed a key the system would immediately begin talking or

hang up. If the respondent had been talking to a person there would have been

a delay in their response, but GEIS responded instantly. The lack of a delay

between questions may have caused some difficulty. It appears to have confused

some respondents who, as a result, may have missed the first few words of each

message. It was concluded that the system should insert a brief delay between

obtaining a response from the respondent and proceeding to the next action.

Some respondents asked for feedback on how far they were through the

survey or reported that the interview took too long. This may have been the

result of the deliberately slow enunciation of the IVR messages and options.

The suggestion that a message indicating how much of the interview remains to

be completed may be a useful tool for increasing the friendliness of the system.

It was also concluded that the messages should be spoken at a more natural

pace and that there should be occasional messages to indicate progress through

the interview.

4.3.6 Conclusions of Pretest One

GEIS was found to have achieved the pretest’s aims, but some modifications

were needed:

1. GEIS satisfactorily distinguished respondents from answering machines

and so no changes were made to this aspect;

2. Since the call scheduling system was slow to use, a single key-press function

to ring back the next day was added;

3. Respondents successfully entered data using single-choice questions and
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complex numeric entry questions so no changes were made to this aspect;

4. Respondents successfully used the star and hash keys for repeating ques-

tions so this was not modified; and

5. Although the method was acceptable to respondents, a few changes were

made. It was decided to: (a) insert a brief delay between obtaining a

response from the respondent and proceeding to the next action, (b) in-

troduce reminder items to indicate progress through the interview, and

(c) record messages at a more natural pace.

4.4 Pretest Two: Testing the inbound mode

4.4.1 Introduction

It was considered worthwhile developing an inbound mode for non-survey pur-

poses. In this mode GEIS would receive calls rather than make them. It was

thought that this would be a useful function for a number of areas. Examples

of where it might be used are: (a) Demonstrating IVR interviews to interested

parties who could be invited to ring into it at their convenience; (b) Providing

a dial-up information service to give advice on a series of health topics; (c) Pro-

viding an alternative in an outbound survey for respondents to ring into when

they are unable to complete an interview at the time the outbound call was

made; (d) Remote monitoring of GEIS by having it play system report messages

when called; and (e) Corporate in-house surveys where staff ring in to receive

advice on, for example, occupational health and safety topics.

Inbound IVR systems have already been used in a number of published

studies. Some examples include: (a) use as a research tool2,33,40; (b) provision
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of health advice32,37,44; (c) daily monitoring of alcohol or drug use9,36,42,46; and

(d) treatment or diagnosis of psychological conditions10,34,39,43,45,47,48.

The inbound mode would not be useful for household survey applications

because the sample obtained would be self-selected. Since the probability of

volunteers selecting themselves is unknown, any statistical analysis conducted

on such data would be invalid197. However, the inbound mode has been used

in official surveys of businesses198–200.

To test the inbound mode, an in-house pretest was conducted (Pretest Two).

It was decided that the system would run continuously until a call was received,

and, to avoid accidental dial-ins, respondents would have to enter a brief nu-

meric security code before they could use the system. Once the respondent

had successfully logged in, the interview would be identical to Pretest One.

Therefore, only those aspects specific to inbound dialing needed to be tested.

4.4.2 Pretest Two aims

This pretest was intended to test practical aspects of the IVR interface with

respect to receiving inbound calls.

The specific aims were to assess the:

1. Capacity of respondents to dial into the system;

2. Feasibility of a numeric security code; and

3. Acceptability of the method to respondents.
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4.4.3 Methods

Design

A survey of alcohol consumption of staff and students working at the HCHA

was conducted using an inbound IVR method.

Sample

A list of all network users was generated using the JRB Utilities201 command

“LISTOBJ * /f”. From this, a sample data set of 141 people was created using

the program shown in Appendix Section B.2.1. This was more than in the

sampling frame from the previous pretest (n=61) since the number of HCHA

staff with network accounts was larger than the number of those with their own

telephone.

Setting

All staff with an e-mail identity at the HCHA were considered eligible. This

approach was used since the use of e-mail made contacting respondents efficient.

It was not necessary that respondents had a personal telephone since they could

ring in to the system from any telephone.

Procedure

Respondent recruitment and instruction An e-mail was sent to all iden-

tified network users three working days before the first interview. The e-mail

invited the person who received it to ring in to the system. As in Pretest One,

the e-mail text included instructions and an attached assessment form (see Fig-

ures B.4 and B.5 of Appendix Section B.2.2).
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Respondent identification A security system was needed to ensure that

only the respondents in the trial could use the IVR system. All respondents

already had a unique network user name and so this was used as their security

code. This avoided having to distribute security codes that could be lost, con-

fused, or forgotten by respondents. It was considered likely that most people

would be able to remember their user name. Additionally, this would allow a

test of alphabetic data entry. The user names consisted of the person’s first

name followed by the first letter of their last name. Thus, ‘Ross Corkrey’ had a

user name of rossc.

Entering user names is possible with touchphone keypads since most have

keys labelled with letters as well as numbers. Most touchphones have consistent

alphabetic key labeling, but this cannot be assumed to be generally true196,

and many respondents may not be familiar with textual entry using a telephone

keypad202. Most of the telephones in the HCHA had the keypad layout shown in

Figure 4.2, but there were a small number with the layout shown in Figure 4.3.

Fortunately, using either of these key layouts produced the same security code

for all but one of the user names in the sample. For the single case where

the security code differed between the two systems, the person was separately

advised of the code to use. As an example of a security code, the user name

rossc corresponded to a security code of 76772. The user names were converted

to security codes using the SAS program shown in Appendix Section B.2.1.

On answering a call, GEIS played an introductory message and then asked

the respondent to enter their security code. Entry of incorrect codes, codes for

completed interviews, or two simultaneous attempts using different telephone

lines were blocked. If a correct code could not be entered within three attempts,
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Figure 4.2: Keypad of an Interquartz facility phone: Model 9837.

Figure 4.3: Keypad of an Interquartz facility phone: Model IQTEL300.
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the respondent was advised that they would be unable to use the system. After a

successful security code entry the script (Supplementary Materials Section 4.2.1)

was run. All call attempts, whether successful or not, were logged to the ILOG

data set (see Section 3.5.1 of Chapter 3), but only successful calls resulted in

the entry codes being stored.

Apparatus

Equipment The same computer hardware set up as in Pretest One was used,

except that two lines were used to receive inbound calls. Other equipment

remained the same.

Software The IVR interface described in Appendix Section A.2 was used.

A SAS/SHARE server as discussed in Section 3.5.3 of Chapter 3 was used to

coordinate the data transactions and monitor the system.

Measures

Interview script The interview script is shown in Supplementary Materials

Section 4.2.1. The interview questions were the same as in the Pretest One

script except that there was no CALL, respondent identification, or call back

items.

Voice recordings Voice recordings were made by a female volunteer who

was not employed at the HCHA. The recordings were deliberately made with

a slower enunciation than in Pretest One. This was done because of feedback

from respondents that the Pretest One recordings had been spoken too quickly.
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Assessment form After completing the interview, respondents were asked

to complete and return a paper questionnaire (see Figure B.5 of Appendix

Section B.2.2) that addressed difficulties with data entry, repeating questions,

system errors, how comfortable they were in using the interface, and general

comments.

Interview control Where an interview was completed the interview status

code was set to ‘CQ’ (Completed Questionnaire). If the respondent hung up

before the end of the interview the status was set to ‘PQ’ (Partly completed

Questionnaire). For the partly completed questionnaires respondents could ring

back at a later time to complete the interview, in which case GEIS played an

explanatory message and then recommenced at the point previously left off.

Analysis

The number of words in the voice recordings, duration of voice recordings ob-

tained from GoldWave203, mean and median recording duration were tabulated.

Equality of voice recording duration were compared between Pretest One and

Pretest Two using the Wilcoxon test204. The number of calls received was

collated using the CONTROL data set. The comments and answers in the as-

sessment form in respect to data entry and acceptability were categorized and

tabulated.

4.4.4 Results

Calls were received between the hours 0830–2040 in September 1999.

As shown in Table 4.4, the voice recordings were spoken at a significantly

slower rate than in Pretest One (Wilcoxon test, W=976, P<0.01, n=70).
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Table 4.4: Number and duration of IVR messages in Pretest One and
Pretest Two.

Project Mode Itemsa Wordsb Totalc Meand Mediane

Pretest One Outbound 34 1223 352.6 10.4 9.8
Pretest Two Inbound 36 1147 649.8 18 17.9
a Number of script items with recorded messages.
b Number of spoken words.
c Total duration of all messages (seconds).
d Mean message duration (seconds).
e Median message duration (seconds).

Dialling in to the system

A total of 21 (15%) responses, 19 (13%) completed interviews, and 14 (10%)

follow-up assessments were obtained. The interviewing log recorded 17 failed

attempts to enter a security code, some of which may have been those who later

successfully logged in or other unidentified individuals.

Accepting security codes

After multiple e-mails requesting all respondents who had not already used the

system to do so, no feedback was received that any person was ultimately unable

to ring in. One respondent had some initial difficulty entering a security code

because their telephone lacked keys labelled with letters, but this was resolved

quickly.

Acceptability

The results of the assessment are shown in Table 4.5. Only one (7%) person

reported a problem with too many options, more space between questions, diffi-

culty repeating questions, or unexpected problems, suggesting that these aspects

of the interface appeared to be working correctly. Only three (21%) respondents
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Table 4.5: Pretest Two assessment results summary.

Question Yes %
Were there any questions with too many options so that
it was difficult to remember them all?

1 7

Do you think there should have been a greater space be-
tween questions?

1 7

Did you have problems in responding to questions by
pressing the number keys?

6 43

Did you repeat any questions using the hash key? 1 7
If you repeated questions, did you find the process con-
fusing?

1 7

Did the system do anything unexpected, such as fall silent
or hang up suddenly?

1 7

Did you think it would have been helpful if the system
could have repeated each keystroke back to you?

3 21

Table 4.6: Pretest Two agreement with feeling comfortable with
the system.

Agreement with feeling comfortable with the systema Yes %
Strongly agree 1 8
Agree 8 67
Neutral 2 17
Disagree 1 8
Strongly disagree 0 0
a Assessment question: ‘How do you feel about the statement: “I felt com-

fortable in using the system”?’.

thought GEIS should repeat keystrokes. There were six (43%) respondents who

had trouble in responding to questions. As shown in Table 4.6, a total of nine

(83%) respondents agreed or strongly agreed with the statement that ‘I felt

comfortable in using the system’. Where comments were made on assessment

forms, they were categorized and tabulated as shown in Table 4.7. The principle

comments were that the voice spoke too slowly and that they tended to enter a

response as soon as the appropriate option came up.
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Table 4.7: Pretest Two summary of respondents’ comments.

Category Comment n %a

Technical error Identify respondent better 1 8
Script error 3 25
No letters on telephone 2 17

5 42

Needs better identi-
fication of speaker

1 8

Poor voice Too slow 8 67

Needs feedback Key press feedback is acceptable 4 33
Needs more feedback 1 8

5 42

Too long/slow Interview too long 1 8
Slow feedback 1 8
Too many instructions 4 33

5 42

Data entry Pressed a key as soon as my option
came up

6 50

Numeric entry was easier than listen-
ing to response options

2 17

8 67
a Categories not mutually exclusive.
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4.4.5 Discussion

Dialling in to the system

No respondents reported being unable to dial into GEIS. The failed attempts

to enter a security code in the interviewing log may have been those who later

successfully logged in.

Accepting security codes

One person reported difficulty entering a security code since their telephone

lacked keys labelled with letters. This indicated that entry codes for inbound

systems should be purely numeric.

Acceptability

It was noted by several respondents that the pace was too slow. This was

probably because the introduction messages were enunciated too slowly. A

slower enunciation had been used because it was thought that the Pretest One

recordings were spoken too fast. For example, the mean length of the initial

explanatory messages in Pretest One was 73.6 seconds long, and the same items

in Pretest Two took 128.8 seconds. The slow enunciation throughout Pretest

Two resulted in some frustration with the speed of the system, which explained

why some respondents commented that they pressed a key as soon as they heard

their option come up. It was concluded that following trials should be recorded

at a brisker pace, but still slow enough to clearly hear all the options.

Some respondents had trouble in responding to questions because they had

telephone keypads without lettered keys (for entering the security code), they

were distracted and lost concentration, they expected to be told to press a hash
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key, or they forgot to press the hash key. It was concluded that lettered keypads

had not proved to be particularly successful and should not be used again, and

that instructions for numeric entry questions needed to be clearer.

The majority of respondents felt comfortable with using the system, however

only 16% of the possible respondents rang in to the system. Apart from the

slowness, the interface appeared acceptable.

4.4.6 Conclusions of Pretest Two

The pretest’s aims were met but some changes were required to the system:

1. Since respondents were able to dial into the system no changes were made

to this aspect;

2. Respondents successfully entered a security code, but it was concluded

that numeric codes were essential; and

3. The method was acceptable to respondents, but the message recording

should be made at a faster pace.

4.5 Pilot One: A community pilot of the

inbound and outbound methods

4.5.1 Introduction

The pretests confirmed that respondents familiar with data entry methods were

able to operate GEIS, set call backs, navigate the questionnaire, and enter com-

plex numeric data by means of touchphone keypads. They also confirmed that

GEIS could receive incoming calls and schedule outgoing calls. However, since
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the pretests had been done with HCHA staff they gave no indication of the

response rates that might be obtained with a community sample, nor its ac-

ceptability to respondents in that setting. A pilot was therefore carried out to

establish whether GEIS could be used for a household survey.

4.5.2 Pilot One aims

The pilot was intended to test the ease and acceptability of the IVR interface

within GEIS for outbound and inbound calls with a community household sam-

ple. The specific aims were to assess:

1. The system’s capacity to identify the call outcome (respondents, discon-

nected lines, answering machines, and fax machines);

2. Whether household respondents could successfully respond to single-choice

questions and numeric entry questions; and

3. The acceptability of the method to respondents in a general community

household setting.

4.5.3 Methods

Design

A survey of 50 households was conducted using the IVR method operating in

inbound and outbound modes. A follow-up manual telephone interview assessed

the acceptability of the methods.
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Sample

A sampling frame was constructed from an electronic version of the telephone

White Pages r©205 using the program shown in Appendix Section B.3.1. Mobile

telephones were removed from the frame by the sampling program because the

project was concerned with households rather than individuals. Additionally,

data entry using a mobile telephone may have been more difficult than with a

fixed telephone. The program also deleted entries with incomplete addresses to

minimize the return of undelivered letters.

Setting

Only households within Statistical Local Areas (SLAs) located 10 kilometres

from Wallsend were selected in order to minimize call costs. A Statistical Lo-

cal Area (SLA) is one of the spatial units defined within the Australian Stan-

dard Geographical Classification (ASGC) published by the Australian Bureau

of Statistics (ABS)206. The ASGC is used for the collection and dissemination

of geographically classified statistics. The ASGC has five hierarchical levels,

comprising in ascending order: Census Collection Districts (CDs), SLAs, Sta-

tistical Subdivisions (SSDs), Statistical Divisions (SDs), and States and Terri-

tories (S/Ts). The CDs aggregate to form SLAs, SLAs aggregate to form SSDs,

and so on, to collectively cover all of Australia without gaps or overlaps. While

CDs are designed for the collection and dissemination of census data, SLAs are

based on the boundaries of incorporated bodies of local government known as

Local Government Areas (LGAs). A Local Government Area (LGA) is either

geographically identical to a SLA or it may be split into two or more SLAs.

Distances from Wallsend were calculated using Equation 3.1 in Section 3.4.7
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of Chapter 3 using latitude and longitude of place names obtained from the

Australian Surveying & Land Information Group207. The program is shown

in Appendix Section B.3.2. The households that were selected were from the

SLAs of Lake Macquarie, Maitland, and Newcastle-Remainder. In 1996, in these

SLAs there were 126,171 male and 134,884 female adults housed within 141,315

households208.

Procedure

Approval was obtained for this study prior to commencement from the Univer-

sity of Newcastle Human Research Ethics Committee (HREC) and Hunter Area

Research Ethics Committee (HAREC).

Modes The IVR method was used in two modes: outbound dialing in which

GEIS contacted households and conducted an interview, and inbound dialing in

which GEIS waited for respondents to dial in.

Respondent instruction Information letters were printed on letterhead sta-

tionery with the HCHA and The University of Newcastle listed as the spon-

soring institutions. The letters included accompanying instruction sheets and

were addressed to ‘The Household’ (see Figures B.6, B.7, and B.8 of Appendix

Section B.3.3). They were sent ten working days before the first outbound call

attempt. The instruction sheet indicated that pressing the star key would re-

turn to the previous question and pressing the hash key would repeat the current

question.

Call scheduling Outbound calls were restricted to the hours 1000–1800. At

intervals of one minute GEIS checked if there were any calls due using the call-
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scheduling algorithm described in Section 3.4.6 in Chapter 3. The inbound

method was started on the same day as the letter mail out in case some letters

arrived very quickly.

Respondent recruitment The last birthday method was used to minimize

within-household selection bias209. In this method, the person with the most

recent birthday was invited to participate. This was to avoid bias introduced

by self-selection. If the eligible respondent was unavailable or the current time

was inconvenient GEIS offered to make an appointment to ring back.

Answering machines were distinguished from genuine individuals by the

length of the salutation as described in Section 3.4.2 of Chapter 3. Salutations

lasting longer than three seconds were presumed to be answering machines and

in these cases a short message was played.

Respondent identification On answering a call, GEIS played an introduc-

tory message and then asked the person to press key ‘5’. If this was not detected

within 20 seconds it played a message thanking the respondent and stating that

he or she would not be able to take part, and the call then terminated. This

was done to allow for the possibility that some telephones were either not touch-

phones or were not set to tone dialing. If a key press was detected GEIS then

described the survey purpose before asking if the respondent was over 18 years

old and the member of his or her household to have had the most recent birth-

day. GEIS then explained it could call back later if the current time was not

convenient or the eligible respondent was unavailable. By default, GEIS rang

back the next day at the same time, but the respondent could change this to

an alternative date and time ranging from the current date and time to thirty
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days in the future.

Apparatus

The hardware was set up as in the pretests except that one line was used for

outbound calls and two lines were used to receive inbound calls.

Measures

Interview script The interview scripts for the outbound and inbound modes

are shown in Supplementary Materials Sections 4.3.1 and 4.3.2, respectively.

The scripts were the same except for the introductory sections. The interview

domains contained items on alcohol, marijuana, amphetamines, heroin, technol-

ogy use, and demography.

Voice recordings The questions were recorded by a female staff member and

were spoken at a brisker pace for Pilot One than in Pretest Two, but slower

than Pretest One. This was done as a result of the feedback given by the pretest

respondents.

Assessment form Attempts were made to re-contact all cases using a manual

telephone interview. A number of questionnaires were prepared to deal with the

possible outcomes of the initial interviews. Paper assessment sheets were con-

structed for those who completed the interview, failed to ring in to the inbound

method, or who hung up on the system. These are shown in Supplementary

Materials Section 4.3.3.

Interview control Where an interview was completed the interview status

code was set to ‘CQ’ (Completed Questionnaire). Any cases that were scheduled
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by the respondent to be completed at a later date were coded as ‘CB’ (Call

Back). If the respondent hung up after starting the interview the status was set

to ‘PQ’ (Partly-completed Questionnaire). For the partly completed interviews

an automatic call back was set for the same time the next day. When partly

completed interviews were recommenced GEIS played an explanatory message

and then started from the point left off.

Analysis

The number of words in the voice recordings, duration of voice recordings ob-

tained from GoldWave software203, mean and median recording duration were

tabulated. Equality of voice recording duration were compared between Pretest

One, Pretest Two, and Pilot One using the Wilcoxon test204. The number of

calls received was collated from the CONTROL data set. The comments and an-

swers in the assessment form in respect to data entry and method acceptability

were categorized and then tabulated. The type of telephone service as identified

by the IVR method was tabulated against the type identified in the follow-up

interview.

Exact methods were used to calculate confidence intervals for some variables

because of small sample sizes. This was done with SAS/STAT software185,

which uses the F distribution method described by Leemis and Trivedi210.

4.5.4 Results

Call attempts were made by the outbound method between the hours 1038–

1705. Both the outbound and inbound methods were conducted in November–

December 1999.
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Table 4.8: Number and duration of IVR messages in Pretest One, Pretest
Two, and Pilot One.

Project Mode Itemsa Wordsb Totalc Meand Mediane

Pretest One Outbound 34 1223 352.6 10.4 9.8
Pretest Two Inbound 36 1147 649.8 18.0 17.9
Pilot One Outbound 88 3101 1197.8 15.1 12.4
Pilot One Inbound 75 2707 1069.3 14.4 12.3
a Number of script items with recorded messages.
b Number of spoken words.
c Total duration of all messages (seconds).
d Mean message duration (seconds).
e Median message duration (seconds).

As shown in Table 4.8, the duration of the voice recordings for Pilot One

were intermediate between those of Pretest One and Pretest Two.

Call outcome

The outcomes of call attempts are shown in Table 4.9. Only two interviews were

completed by the outbound method, which took 11 min 36 s and 17 min 21 s

to complete. For the outbound method, the mean number of calls required to

contact respondents was 2.2 and the mean number to complete interviews was

5.0.

Five individuals explicitly refused, three were classified as answering ma-

chines, while ten others that were recorded by the system as out-of-scope had

either hung up or had the wrong type of telephone. The remaining numbers

were classified by the system as disconnected or fax machines. Only two at-

tempts were made to ring into the inbound method, and of these, only one

resulted in a completed interview lasting 9 min 22 s. The incomplete interview

was abandoned before any substantive questions were asked.

Therefore, the outbound method obtained the response rate of 9% (Exact
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Table 4.9: Pilot One interview outcomes by mode.

Interview Outcome Outbound Inbound
Frequency % Frequency %

Answering machine 3 13
Completed 2 8 1 5
Partly-completed 0 0 1 5
Refused 5 21
Disconnected 2 8
Fax 2 8
Out-of-scope 10 42
Not attempted 17 90
Total 24 100 19 100
Letter returned 1 4

95% CI: {1%, 28%}), and the inbound method obtained 5% (Exact 95% CI:

{0%, 26%}).

The outcomes of the follow-up interviews were cross-classified with the initial

interview status, as shown in Table 4.10.

In the case of the outbound method, the three cases initially identified as

answering machines (Status code ‘AM’) were actually disconnected lines. The

misclassification was the result of a Telstra automatic recorded message that is

sometimes played on disconnected lines. For example,

“The number you have dialed is not connected. . . ”

The two cases initially classified as disconnected lines were correct. One of

the out-of-scope interviews and one of the refused interviews also resulted from

disconnected lines. In these cases the system appeared to have misidentified the

voices as real people. Another out-of-scope case appeared to have been entered

by a non-English speaker. Apart from three cases that could not be contacted

in the follow-up survey, the remaining cases were associated with numbers in

active use. In the inbound method, one number was a disconnected line, one
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Table 4.10: Pilot One IVR and follow-up interview outcomes.

IVRa Follow-up Interview Outcomeb

AM CB CQ DR DT FM PQ RT NE Total
Outbound

AM 0 0 0 0 3 0 0 0 0 3
CQ 0 0 1 0 0 0 0 1 0 2
DT 0 0 0 0 2 0 0 0 0 2
DR 0 2 0 0 1 0 1 1 0 5
FM 0 0 0 0 0 2 0 0 0 2
OS 0 1 3 2 1 0 1 1 1 10
Total 0 3 4 2 7 2 2 3 1 24

Inbound
CQ 0 0 1 0 0 0 0 0 0 1
NA 1 1 4 5 1 1 1 3 1 18
Total 1 1 5 5 1 1 1 3 1 19
a Outcome of the IVR interview: AM=Answering machine, CQ=Completed inter-

view, DT=Disconnected line, DR=Refused, FM=Fax machine, OS=Out-of-scope,
NA=No interview attempted.

b GEIS Status code for the followup interview: AM=Answering machine, CB=Call-
back, CQ=Completed, DR=Refused, DT=Disconnected, FM=Fax machine,
PQ=Partly-completed Questionnaire, RT=Ring tone, NE=Non-English speaker.

was a fax machine, and the remainder were numbers in active use.

Of those followed up who did not successfully complete the outbound call, all

reported that they did not remember the call. There were insufficient completed

outbound calls to address questions of comfort in using the system, preference

for a human interviewer, or wanting to do the interview in the future. Four

cases assigned to the inbound mode, but who did not ring in, were asked why

no calls had been made. None could report any reason for this.

Data entry

There was no evidence of any difficulty in entering data as evidenced by the data

collected during interviews. All respondents also recorded their occupations

successfully using the recording feature and the recordings were clear and easily



CHAPTER 4. DEVELOPING AND TESTING THE IVR SYSTEM 114

Table 4.11: Pilot One acceptability by mode and IVR interview outcome.

Qtn. Mode IVR Interview SAa A N D SD
% % % % %

Comfortb(n=9) Inbound Not done 0 20 20 0 60
Done 100 0 0 0 0

Outbound Not done 25 0 25 25 25
Done 0 0 100 0 0

Preferencec(n=9) Inbound Not done 40 40 20 0 0
Done 0 100 0 0 0

Outbound Not done 25 25 0 50 0
Done 0 0 100 0 0

a SA=Strongly agree, A=Agree, N=Neutral, D=Disagree, SD=Strongly disagree.
b “I felt/would feel comfortable using the system.”
c “I would prefer/would have preferred a human interviewer.”

understood.

Acceptability

Those who did the interview were asked if they felt comfortable using the system

and whether they would have preferred a human interviewer, and those who did

not were asked if they would have felt comfortable using the system, and whether

they would prefer a human interviewer (see Table 4.11). The range of responses

was very wide. The sample size was too small to draw any conclusions, but it was

of interest to note that the majority reported preferring a human interviewer.

When asked if they had any general comments about the call, seven (58%)

provided answers, as shown in Figure 4.4.
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Not contacted:

“[Those with a] higher income would prefer to do a study on a
computer because they don’t need to be led as much and prefer the
end result and the lower income bracket need human interviewers
and need to be led.”

“[I’ve] no tolerance for computers.”

Contacted:

“It was generally OK.”
“[It was] OK. [As] long as I wont have to do it all the time.”
“Prefer humans”
“Straight to the point. Quite easy. Quite comfortable. Well put

together.”
“[I’m] too old for computers.”

Figure 4.4: Pilot One general verbatim comments by IVR call outcome.

4.5.5 Discussion

Call outcome

Apart from one case where someone had dialled in but did not proceed with the

interview, all of those who attempted the interview completed it.

The proportion of usable touchphones was satisfactorily high (83%; exact

95% CI: {52%, 98%}). The misclassification of some disconnected lines as being

out-of-scope or answering machines was a minor but not insignificant problem.

These cases could potentially result in the call scheduling system continuing

to call the cases identified as answering machines until the calling limit was

reached, which would waste time and money, and may cause a nuisance. GEIS

may also misclassify a respondent as an answering machine. Circumventing this

problem could have been done by asking any respondent listening to press a key.
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Data entry

There was no evidence that any of the respondents had difficulty entering data.

This suggested that the design of the IVR mode in GEIS was satisfactory.

Acceptability

Due to the small number of completed cases it was difficult to determine the

acceptability. However, despite the range of responses, there was no evidence

that the system was notably unacceptable.

4.5.6 Conclusions of Pilot One

The aims of the pilot had been met:

1. The system determined the outcomes of the calls satisfactorily;

2. Respondents could enter their answers without difficulty; and

3. The method was acceptable to respondents.

However, the low response rate of the outbound method (9%) was a con-

cern to the project team. The low response rate was consistent with previous

work8,22,23, but, if valid, would not be sufficient for outbound community sur-

veys. Therefore, an alternative method of interviewing was devised, which is

described in the next section.
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4.6 Pilot Two: A community pilot of

the Hybrid method

4.6.1 Introduction

It was felt by the project team that the very low response rate obtained by

the IVR outbound mode in Pilot One would not be sufficient to conduct a

telephone household survey using this methodology. Therefore an alternative

approach was needed to retain the advantages of IVR, such as economy and

automation, but which might obtain a response rate similar to CATI.

To achieve this, an interviewing method was devised in which the telephone

call was initiated by an interviewer, but in which the interview itself was handled

by the IVR method. Since the interview method involved both a CATI and an

IVR approach, it was called the Hybrid method.

The role of the interviewer in the Hybrid method was to contact respondents

and persuade them to cooperate. Once this was achieved, it was hoped that most

respondents would agree to the IVR interview. This was thought likely because

high response rates can be achieved with CATI interviews52. The response rate

of a CATI survey depends on a variety of factors including the topic of survey,

interview duration, the organization conducting the survey, contact procedures,

number of call attempts, and duration of the interviewing period52. Responses

of around 70%211 and as high as 80%52, may be expected. The response rate

expected with IVR may be lower because respondents may find it easier to

hang up on a call from a machine than a person8. However, it was thought this

may not occur if the respondent had initially consented to the interview at the

request of a human interviewer.
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4.6.2 Pilot Two aims

In the Hybrid method the respondent would be transferred by the CATI inter-

viewer to the Recorded Voice System (RVS) (The RVS is defined in Section 3.4.2

of Chapter 3) and the interview would then be conducted with the IVR method.

These processes needed investigation.

The specific aims for the pilot were to assess:

1. The feasibility of call transfer within the Hybrid method;

2. Whether household respondents would answer IVR questions after the call

was transferred; and

3. The acceptability of the method to respondents in a general community

household setting.

4.6.3 Methods

The Hybrid method is described in detail under the heading ‘Hybrid method’

within this section (page 120) and illustrated in Figure 4.5. Briefly, in the

Hybrid method, the interviewer initiated the telephone call, transferred the call

to a computer running GEIS (the RVS) in IVR mode, which asked the alcohol

and drug items, and then GEIS automatically transferred the call back to the

interviewer.

Design

A cross-sectional survey of 26 New South Wales (NSW) households was con-

ducted using the Hybrid method. The acceptability of the IVR methodology

was assessed following the IVR interview by the interviewer using a CATI script.
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Table 4.12: ARIA categories, scores, and descriptors.

Category(Scores) Descriptor
Highly accessible (≤1.84) Relatively unrestricted accessibility to a

wide range of goods and services and op-
portunities for social interaction.

Accessible (1.85–3.51) Some restrictions to accessibility of some
goods, services and opportunities for so-
cial interaction.

Moderately accessible (3.52–5.80) Significantly restricted accessibility of
goods, services and opportunities for so-
cial interaction.

Remote (5.81–9.08) Very restricted accessibility of goods, ser-
vices and opportunities for social interac-
tion.

Very remote (9.09–12.00) Locationally disadvantaged, very little ac-
cessibility of goods, services and opportu-
nities for social interaction.

Sample

The sample was drawn from across NSW. Only those households classified

by the Accessibility/Remoteness Index of Australia (ARIA) coding scheme212

as being within highly accessible areas were included. The ARIA scheme is

published by the Department of Health and Aged Care and the National Key

Centre for Social Applications of Geographical Information Systems212. ARIA

measures remoteness of localities in terms of access along a road network to ser-

vice centres. Service centres are Australian Bureau of Statistics (ABS)-defined

urban centres with a population of 5000 or more as at the 1996 Census. Locali-

ties that are more remote have less access to service centres; those that are less

remote have greater access to service centres. More remote localities have higher

ARIA scores than less remote localities. The ARIA scores can be categorized,

as shown in Table 4.12.

Households classified as being in highly accessible areas would have a higher

likelihood of having a touchphone rather than a rotary telephone. This was
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desirable since an aim of the pilot was to test the practicality of the Hybrid

method and touchphones were essential with this method.

As in Pilot One, the sample was drawn from an electronic version of the tele-

phone White Pages205 by the sampling program (see Appendix Section B.4.1).

All mobile telephone numbers and entries with incomplete addresses were re-

moved from the sampling frame by the program. The program then merged

ARIA codes212 with the frame, using the postcode as a key, and only retained

those postcodes coded by the ARIA system as ‘highly accessible’.

The sample size was considered sufficient to provide an indication of any

practical problems that may arise with the method. It was also desirable to test

GEIS’s capacity to dial Subscriber Trunk Dialling (STD) numbers, and so the

households were selected from across NSW rather than locally as was done in

Pilot One.

Setting

In 1996, there were in NSW 2,175,855 males and 2,284,144 females aged 18 and

above housed within 2,387,825 households208.

Procedure

Ethics approval was obtained for the Pilot study from the HREC and the

HAREC.

Hybrid method The Hybrid method is illustrated in Figure 4.5. The in-

terviewer initiated the telephone call, obtained the respondent’s consent to the

interview, and then transferred the call to the RVS that was running GEIS in

the inbound mode. GEIS asked the alcohol and drug questions within an IVR
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Interview
start

Interviewer
(Technology)

IVR
(Alcohol, Drugs

Interviewer
(Alcohol, Drugs)

Interviewer
(Acceptability)
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(Demographics)

End
interview

Touchphone Rotary

Figure 4.5: Pilot Two domains handled by the interviewer and GEIS running in
IVR mode.

interview. At the conclusion of the IVR interview the respondent was auto-

matically transferred back to the interviewer to enable the completion of the

demographic items.

Before transferring the call to the RVS, the interviewer asked what sort

of telephone the respondent was using. If it was a touchphone the interviewer

asked the respondent to press a key. If the interviewer could hear a tone it could

be safely assumed that the telephone was a correctly configured touchphone. In
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cases where the respondent did not have a suitably configured touchphone, or

where the respondent refused to do an IVR interview, the alcohol and drug

items were asked by the interviewer.

Respondent instruction Information letters were printed on letterhead sta-

tionery with the HCHA and The University of Newcastle listed as the sponsoring

institutions. Information letters and instruction sheets were posted ten days be-

fore the first outbound call attempt. The information letter (see Figure B.9 of

Appendix Section B.4.2) was based on that used in Pilot One, but was short-

ened to eliminate superfluous information and simplify the language used. The

instruction sheet (see Figure B.10 of Appendix Section B.4.2) was also based on

that used in Pilot One, but was slightly redesigned to use simpler English.

Respondent recruitment and identification The Last Birthday method

was used to minimize within-household selection bias209. If the eligible re-

spondent was unavailable or the current time was inconvenient, the interviewer

offered to make an appointment to ring back.

Apparatus

The hardware set up described in Appendix Section A.2 was used except that

only a single CATI interviewing station was used and a single telephone line was

used to transfer calls to the RVS. Both the interviewer’s handset and the RVS

were connected to a Private Automatic Branch Exchange (PABX) (Ericsson,

model MD110). The interviewer used a telephone handset (Interquartz, model

IQ450) with programmable keys. One of the keys was programmed with the

keystrokes that would put the call on hold, dial the extension of the RVS, and
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then hang up.

The Hybrid method was implemented using two communicating systems: a

CATI system on one computer and the RVS with GEIS running in inbound mode

on another computer. Call transfers between the two systems were coordinated

using the AUTOCALL data set (see Appendix Section A.5.14). The technical

aspects of the use of the AUTOCALL data set within the Hybrid method are

given in Appendix Section B.4.3.

Measures

Interview script The script contained the same questions as Pilot One but

divided into two files. The first file contained the interviewer’s CATI script and

the second file contained the IVR script, as shown in Supplementary Materi-

als Sections 4.4.1 and 4.4.2, respectively. The CATI interview contained the

technology items, touchphone test items, call transfer items, post-IVR inter-

view acceptability assessment items and demographic items. It also contained

the drug and alcohol items for those who did not do the IVR interview. The

IVR script contained introductory items, alcohol and drug items, and items to

transfer the call back to the interviewer.

Voice recordings The same voice recordings that had been used in Pilot One

were reused where the questions were the same. However, a small number of

new recordings that were specific to the Hybrid method were made by the same

speaker as in Pilot One. These were principally introductory and terminating

messages.



CHAPTER 4. DEVELOPING AND TESTING THE IVR SYSTEM 124

Assessment form Following the IVR interview, the call was transferred back

to the interviewer. To identify any difficulties that may have occurred during

the IVR interview, the interviewer asked the question

“Did you have any problems?”

Depending on comments made by the respondent, the interviewer recorded

whether the IVR interview appeared to have been at least partly done, or not at

all. This was done to identify cases where technical failures may have prevented

the IVR interview occurring at all. If at least part of the IVR interview had

been done, the interviewer asked a series of acceptability questions:

“Thinking about the recorded voice interview, do you think it

was hard to do?”

“Do you think the interview was stressful?”

“Did you strongly like it, like it, neither like nor dislike it, dislike

it, strongly dislike it?”

“When you were asked about drugs and alcohol, would you have

preferred a human interviewer rather than a recorded voice?”

Interview control A single interviewer was used. The interviewer rang each

case in turn, but there was insufficient time for multiple calls. This was consid-

ered acceptable since the aims of the pilot concerned technical difficulties and

not response rates.

Analysis

The number of words in the voice recordings, duration of voice recordings ob-

tained from GoldWave software203, mean recording duration and median record-
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Table 4.13: Pilot Two CATI interview outcomes.

Interview outcome Frequency %
Answering machine 1 4
Completed 9 38
Refused 5 21
Disconnected line 3 13
Partly-completed 3 13
Ring tone 3 13
Total 24 100
Letter returned 2

ing duration were tabulated. Equality of voice recording duration were com-

pared between Pilot One and Pilot Two using the Wilcoxon test204. The out-

comes of the CATI interviews and the IVR interviews were collated using the

respective CATI and IVR CONTROL data sets. The response rate was cal-

culated as the proportion of completed interviews over all eligible cases. The

assessment items from the CATI interview and demographic items were tabu-

lated.

4.6.4 Results

Calls were made between the hours 1711–2002 in April 2000. Of the 24 at-

tempted interviews, 12 (50%) resulted in complete or partly completed inter-

views and five (21%) were refused (Table 4.13). Of the 12 complete or partly

completed CATI interviews, three (13%) partly completed the CATI questions,

but all twelve completed the IVR questions. One of these three resulted from

an interviewer error terminating the call, one from a script error, and one from

the respondent suspending the interview. The response rate was 39% (95% CI:

{20%, 62%}).

The duration of IVR messages in Pilot Two (see Table 4.14) did not differ
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Table 4.14: Number and duration of IVR messages in Pretest One, Pretest
Two, Pilot One, and Pilot Two.

Project Mode Itemsa Wordsb Totalc Meand Mediane

Pretest One Outbound 34 1223 352.6 10.4 9.8
Pretest Two Inbound 36 1147 649.8 18.0 17.9
Pilot One Inbound 75 2707 1069.3 14.4 12.3
Pilot One Outbound 88 3101 1197.8 15.1 12.4
Pilot Two Hybrid 37 1175 437.7 12.7 12.3
a Number of script items with recorded messages.
b Number of spoken words.
c Total duration of all messages (seconds).
d Mean message duration (seconds).
e Median message duration (seconds).

significantly from the duration of IVR messages in the outbound arm of Pilot

One (Wilcoxon test, W=1939, P=0.41, n=Missing).

Call transfer

Since all twelve respondents who agreed to an interview had properly configured

touchphones they were all asked to attempt the IVR interview. All twelve com-

pleted the IVR interview but three were subsequently interrupted after transfer

back to the CATI interviewer.

IVR interview completion

All relevant alcohol and drug items (between 9 and 22 items depending on the

logic path taken) in the IVR interview were completed for each respondent in a

mean time of 3.1 minutes (95% CI: {2.0, 4.2}). For the completed interviews,

all relevant items (between 17 and 38 items) were completed. The mean time

for the CATI interview including the IVR interview was 12.5 minutes (95% CI:

{10.3, 14.7}).
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Table 4.15: Pilot Two IVR interview acceptability ques-
tions.

Qtn. Level n %
Hard to do?a Yes 1 10

No 9 90
Enjoyable?b Yes 4 40

Don’t know 4 40
No 2 20

Stressful?c Yes 1 10
No 9 90

Like it?d Strongly like it 1 10
Like it 2 20
Neither like nor dislike it 7 70
Dislike it 0 0
Strongly dislike it 0 0

Prefer interviewer?e Yes 6 60
Don’t know 1 10
No 3 30

a Do you think the recorded voice interview was hard to do?
b Do you think the interview was enjoyable?
c Do you think the interview was stressful?
d Did you: strongly like it, like it, neither like nor dislike it, dislike

it, strongly dislike it?
e When you were asked about drugs and alcohol, would you have

preferred a human interviewer rather than a recorded voice?

Acceptability

One of the partly completed CATI interviews completed the acceptability ques-

tions giving a total of ten responses. The results of the acceptability questions

are shown in Table 4.15. The majority of respondents thought the IVR inter-

view was not hard to do and not stressful, while 40% thought it was enjoyable,

and 30% liked it. As in Pretest One, most respondents reported that they would

have preferred a human interviewer to ask them the drug and alcohol questions.

There were nine responses to the demographic questions. The respondents’

demographic characteristics are shown in Table 4.16. Although the sample was

too small to draw any statistical conclusions, it appeared that there were no
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Table 4.16: Pilot Two demographic characteristics of follow-up cases.

Variable Level n %
Sex Male 5 56

Female 4 44
Age <30 3 33

30–49 2 22
50–69 1 11
≥70 3 33

Education Primary 1 11
Secondary 5 56
Higher 3 33

Marital status Married/de facto 2 22
Divorced/separated 1 11
Widowed 4 44
Never married 2 22

Country of birth Australia 8 89
Outside Australia 1 11

Employment status Employed 3 33
Not employed 6 67

Personal income <$12,000 1 11
$12,000–20,000 3 33
$20,000–30,000 1 11
$30,000–40,000 1 11
$40,000–50,000 1 11
≥$50,000 2 22

obvious demographic anomalies.

4.6.5 Discussion

Call transfer

Although the response rates to the Hybrid interview appeared low, with multiple

calls the response rate could be expected to increase. All respondents agreed to

the IVR interview, suggesting that the drop out rate at this point was small.

Further, all respondents who completed the IVR interview were successfully

returned to the interviewer.

This suggested that respondents might generally dislike surveys, but not IVR
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interviews in particular. If there was no human contact at the beginning they

may find it easier to terminate an IVR interview than a CATI interview. The

respondents were told that they would be rung back if accidentally disconnected,

which might also have contributed to the IVR interview completion rate.

IVR interview completion

Despite the complexities involved in the Hybrid method, no technical difficulties

were encountered. The interviewer did not report any problems with explaining

the process to the respondents or in the call transfer process. The respondents

also completed their IVR interviews without difficulty.

Acceptability

From the results of the acceptability questions it was concluded that the IVR

interview was broadly acceptable.

4.6.6 Conclusions of Pilot Two

The aims of the pilot had been met:

1. Call transfer had been accomplished without difficulty, indicating that the

technical challenges had been met;

2. Since all items in the IVR were completed by those who were transferred,

it could be concluded that respondents could complete interviews of this

type without difficulty; and

3. It was concluded that the Hybrid method was acceptable to respondents.
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4.7 Conclusions

The capacity of GEIS to conduct outbound and inbound dialing with a com-

munity sample was tested. When outbound calls were made, GEIS was able to

differentiate respondents from answering machines, disconnected lines, and fax

machines reasonably well. Respondents were able to arrange for call-backs to

be made if the call was received at an inconvenient time.

When used as an inbound system the GEIS responded to incoming calls and

accepted security codes, although it was concluded that these should be numeric

and short.

Respondents were able to provide answers to single-choice questions and

numeric entry questions using the interface, and successfully used the hash key

to repeat questions. The acceptability of the methodology to respondents in

Pilot One and Pilot Two was mixed, as is to be expected with such small

sample sizes. However, it was clear that the IVR and Hybrid methods were not

unacceptable.

Of greater concern was the low response rate for the IVR outbound method

when used for a community survey. The response rate was too low for household

surveys, but the Hybrid method obtained a more reasonable response.

Overall, the system needed to be tested with a larger household sample that

would compare CATI to IVR and the new method, Hybrid. It was thought

that this would resolve the remaining uncertainties, such as the response rate,

and also determine whether the technology could be used as a practical tool in

survey and public health research. This is explored in the next chapter.



Chapter 5

A comparison of four
computer-based telephone
interviewing methods∗

5.1 Introduction

A sensitive question was previously defined in Section 2.4 in Chapter 2 as one

that raises concerns about disapproval or other consequences such as legal sanc-

tions for reporting truthfully. Such questions are subject to a social desirability

bias, which is the respondent’s tendency to over-report the frequency of perform-

ing a socially desirable behaviour, or under-report the frequency of performing

a socially undesirable one65,66. In particular, questions about alcohol and illicit

drug use are likely to be sensitive and associated with a strong social desirability

response bias67.

While alcohol and drug use are sensitive behaviours, it was concluded in

Chapter 2 that they are, nevertheless, most easily gauged through self-report.

It was noted that Interactive Voice Response (IVR) was a new and promising

∗A paper based on material in this chapter has been accepted for publication in Behavior
Research Methods, Instruments, & Computers
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technique for obtaining self-report. However, issues such as acceptability, cost-

effectiveness and feasibility in the general community setting remained to be

assessed.

5.2 Aims

Terms and concepts used in this section are defined in the Methods (Section 5.3).

The aims of this chapter are to:

1. Compare the interview methods Hybrid I, Hybrid II, IVR and Computer-

Assisted Telephone Interview (CATI) on the following dimensions:

• Outcome rate;

• Sample demographic profile;

• Interview duration;

• Calling effort;

• Item non-response rate;

• Cost;

• Self-report rate of alcohol and drugs; and

• Acceptability.

2. Compare the interview methods with the National Drug Strategy House-

hold Survey (NDSHS)213 for males and females in the Australian popula-

tion with respect to:

• Alcohol drinking status, quantity and frequency of consumption; and

• Drug (marijuana, amphetamines, heroin) consumption, frequency of

use, and age profile.
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5.3 Methods

5.3.1 Design

An Australia-wide telephone survey of households was conducted in 2000 using

four different telephone interview methods, CATI, IVR, Hybrid I and Hybrid II.

These methods are described in detail below (Section 5.3.4). A follow-up CATI

survey was conducted within the following two weeks of each interview to assess

the acceptability of each interview method.

5.3.2 Setting

In 1996 the Australian population numbered 17,892,423 housed within 7,175,237

households and was distributed across six states and two territories208. In 1998,

the fixed telephone coverage was high, ranging from 96.0% to 97.6% between

states and territories, except for the Northern Territory which had a relatively

low coverage of 91.4%. The proportion of households paying bills or transferring

funds by telephone ranged from 27.4% to 44.0% between states and territories,

indicating that Australians were increasingly familiar with IVR technology173.

5.3.3 Sample

A study sample size was determined to allow a difference in the proportions esti-

mated by any two of the methods of 10%, such as the proportions of respondents

contacted or the proportions of respondents who completed interviews. Equa-

tion 5.1 was used to calculate the sample size needed to detect this difference214.

Equal sample sizes per method and sampling from an infinite population was

assumed. To compare two of the methods, the statistical power was set to
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1− β = 0.8, the significance to α = 0.05, and the nominal proportion assumed

for both methods to 50%. The sample size required was calculated to be 387

per method. This sample size was inflated to 690 per method to allow for a

nonresponse of 30% and letter return rate of 15%. This was then rounded to

700 per method, except for IVR which was increased to 1000 to allow for the

possibility of a low response rate.

n =

(
Zα/2

√
(2) PQ− Z1−β

√
P1Q1 + P2Q2

)2

(P2 − P1)
2 (5.1)

where: n denotes the required sample size for each method,

Pi denotes the nominal proportion in method i,

Qi = 1− Pi,

P = (P1 + P2)/2,

Q = 1− P ,

Zα/2 denotes the value cutting off the proportion α/2 in the upper tail of the

standard normal distribution curve, and

Z1−β denotes the value cutting off the proportion 1− β in the upper tail of the

standard normal distribution curve.

A total of 3100 households with fixed telephone connections (i.e. not mo-

bile telephones) were selected using simple random sampling from an elec-

tronic version of the telephone White Pages covering all states and territories of

Australia215. The sampling program is shown in Appendix Section C.2. Cases

that were eliminated from the sample, due to return of letters or respondents

indicating in advance that they would refuse an interview, were not replaced.
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5.3.4 Procedure

Approval was obtained for this study from the University of Newcastle Human

Research Ethics Committee (HREC) and Hunter Area Research Ethics Com-

mittee (HAREC).

Interviewer training

Five trained and experienced telephone interviewers attended a five hour brief-

ing session covering survey aims, interviewing standards, script familiarization,

software, and practice interviews.

Interview methods

The Generalized Electronic Interviewing System (GEIS) software described in

Chapter 3 was developed to allow both CATI and IVR methods to be used for

conducting interviews within telephone surveys. However, the potentially low

response rate identified in Chapter 4 for household surveys using outbound IVR

calls resulted in GEIS being further extended to support the Hybrid method.

The development and testing of the Hybrid method is described in Chapter 4.

The Hybrid method, as described in Section 4.6 of Chapter 4, involved trans-

ferring the respondent to the Recorded Voice System (RVS) where the more sen-

sitive questions were asked (The RVS is defined in Section 3.4.2 of Chapter 3).

Afterwards, the respondent was transferred back to the interviewer to complete

the remainder of the interview. Although the Hybrid method obtained good

response rates there was a concern the method would not be economical. This

was because the interviewer needed to wait until the interview was completed

on the RVS.
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Therefore, a variant method was developed in which the interview would not

be transferred back to the interviewer. In this method, the interviewer could

contact another respondent whilst the first one was handled by the RVS. In the

current chapter the original method is called Hybrid I, and the new method is

called Hybrid II.

In this study, four computer-based telephone interview methods were used,

called herein: CATI, IVR, Hybrid I, and Hybrid II. These are illustrated in

Figure 5.1, which shows the processes involved in each interview method. The

same questionnaire was presented within each method, but, as indicated in

Figure 5.1, specific domains were asked by either interviewer or by GEIS running

in IVR mode on the RVS.

Respondents in the Hybrid methods with unsuitable telephones were auto-

matically re-assigned to the CATI method. To minimize break-offs, interviewers

always emphasized that they would immediately ring back if the respondent was

inadvertently disconnected from the RVS.

Respondent instruction

Information letters printed on letterhead stationery and addressed to ‘The House-

hold’ were posted using DL-sized envelopes† with the institution details (The

University of Newcastle, Australia and Hunter Centre for Health Advancement,

NSW Health) plainly marked, one week before the first call. Institutional let-

terhead was used since previous work had shown that university sponsorship

can increase response rates in surveys167. The letters (shown in Appendix Sec-

tion C.3) stated that the interview would be voluntary and involve questions

†Envelope size 220 x 110mm.
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CATI Hybrid I Hybrid II IVR

INTERVIEWER:
Technology

Alcohol
Drugs

Demographics

INTERVIEWER:
Technology

INTERVIEWER:
Technology

GEIS:
Alcohol
Drugs

GEIS:
Alcohol
Drugs

Demographics

GEIS:
Technology

Alcohol
Drugs

Demographics

INTERVIEWER:
Demographics

Interview
ends

Interview
ends

Interview
ends

Interview
ends

Figure 5.1: Assignment of interviewer or RVS and domains (technology, alcohol,
drugs, demography) for each of the methods CATI, Hybrid I, Hybrid II, and
IVR.
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about alcohol and drug use. The Hybrid and IVR letters clearly explained that

a recorded voice would be used. The letters made use of the term ‘recorded

voice’ to avoid such words as ‘technology’ or ‘computer’. This was done to

encourage those that disliked computers to participate216.

No remuneration was offered although previous research has shown that

small financial incentives can increase response rates167. Incentives were not

offered because it was thought that they might have had a differential effect on

respondents from varying demographic backgrounds217. This effect would then

have been confounded with other differences between interview methods.

Simple instruction sheets showing a picture of a typical touchphone keypad

were included with the letters to the Hybrid and IVR households (shown in

Appendix Figures C.3 and C.5). The instructions indicated that pressing the

hash key would repeat a question and pressing the star key would return to the

previous question.

Respondent recruitment

Assignment of respondents to each method was unknown to interviewers until

an interview had begun. The last birthday method209 was used to select the re-

spondent. This method attempts to reduce the bias introduced by self-selection

by inviting the person with the most recent birthday to participate.

If the eligible person was unavailable interviewers made an appointment to

ring back. Interviewers recorded businesses as out-of-scope and did not proceed

with the interview.

In the IVR method, GEIS distinguished answering machines from genuine

individuals by the length of the salutation. For example:
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“Hello?”

is shorter than

“Hello, we’re not in at present. . . ”

The first salutation would be assumed to be a person while the second would

be assumed to be an answering machine. If connected, respondents were asked

to press key ‘5’ and the system hung up if no key press was detected after three

repetitions. GEIS then asked if the telephone number belonged to a business or

a residence. Business numbers were recorded as out-of-scope. For households,

GEIS asked to speak to the eligible person. If the eligible person was unavailable,

it offered to call back at a date and time convenient to the household.

Call scheduling

Higher contact rates in surveys can be obtained by scheduling calls at appropri-

ate times with efficient rescheduling for non-contacts188,218. Initial calls were

made on weekday afternoons or evenings. CATI Interviewers and GEIS running

on the RVS rang back non-contacted numbers at regular intervals. Interviewers

made at least seven call attempts and usually called back non-contacts within

a few hours, or if there was still no contact, at least a day later. In the IVR

method, non-contacted numbers were re-attempted at alternating thirty minute

and eighteen hour intervals. There was no calling limit for the IVR method

within the limits of the study period.
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5.3.5 Apparatus

Equipment

The interviewing stations and the RVS were Pentium II computers. A four line

Dialogic D/41H voice card was installed in the RVS. Interviewers used a mouse

or keyboard to enter responses. GEIS running on the RVS played sound files

and respondents answered questions by pressing keys on their telephones. Seven

telephone lines were used, three for the interviewers and four for the RVS. In

the Hybrid methods, interviewers transferred calls to vacant RVS lines. Voice

recordings were made in 16-bit mono 11kHz format with an Optimus 33-3104

omnidirectional microphone and Creative Sound Blaster Vibra 128 sound card.

Voice recordings were by a single female staff member selected using a voice

assessment method based on Oksenberg et al.53.

Software

All methods were implemented using GEIS as described in Chapter 3. In all

methods, answers to questions were provided by selecting one of a set of op-

tions, entering a number or date, or entering an open-ended response. Answers

to open-ended questions were entered verbatim by interviewers, while GEIS run-

ning on the RVS allowed respondents to record a short spoken sentence. For

numeric answers, absolute and reasonable limits prevented range errors. Invalid

responses triggered an appropriate message or display. After three repetitions

of an item, a non-response caused GEIS running on the RVS to hang up and

record a refusal. In all interview methods, respondents could refuse to answer

a particular item, and if they wished they could return to earlier questions and

modify their answers.
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5.3.6 Measures

Scripts

The interview scripts for CATI and Hybrid I are shown in Supplementary Ma-

terials Sections 5.1.1 and 5.1.2, respectively. The Hybrid II scripts are shown in

Supplementary Materials Sections 5.2.1 and 5.2.2, and the IVR script is shown

in Supplementary Materials Section 5.3. The follow-up CATI scripts are shown

in Supplementary Materials Sections 5.4.1 and 5.4.2.

National Drug Strategy Household Survey

The National Drug Strategy Household Survey (NDSHS)213,219 was a well known

biennial survey conducted by the Commonwealth Department of Health and

Family Services to collect information from Australian households on awareness,

attitudes, and behaviour relating to alcohol and drug use. The survey used a

multi-stage stratified sample design and face-to-face interviews to collect a total

of 10,030 interviews. The survey achieved a contact rate of 69% and response

rates for three waves of 55%, 61% and 60%. The more sensitive questions were

asked using confidential Self-Administered Questionnaires (SAQs). The com-

pleted SAQs were sealed in envelopes by the respondents prior to handing them

to the interviewer. As explained below, the NDSHS213 was used in this study

to provide a ‘gold standard’.

Alcohol Use Disorders Identification Test

The Alcohol Use Disorders Identification Test (AUDIT) (see Appendix Sec-

tion C.1) was designed for use in primary care settings to identify persons whose

alcohol consumption has become hazardous or harmful to their health194. The
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AUDIT usage guidelines state that it should be used intact and when embed-

ded within a larger document should be preceded by an introductory text194.

However, in this study the AUDIT questions were inter-mixed with questions

from the NDSHS. It was possible that embedding the AUDIT might affect its

validity and psychometric properties. However, the AUDIT appears from pre-

vious work to be robust against question order changes, modified wording, and

question-splitting220. Additionally, the AUDIT scores were compared between

interviewing methods and not to other studies.

Domains

Questions were grouped into four domains (technology, alcohol, drugs, demog-

raphy).

The technology domain attempted to assess individuals’ acceptance of tech-

nology by including items about ownership or use of electronic devices, use of

the Internet, previous experience with IVR, and whether the respondent would

normally leave messages on answering machines. There was also an item asking

if the respondent liked technology. This was scored with a five point Likert

scale158. The domain items were equivalent to a subset of those used by Rosen

and Weil221 to assess technology use and attitudes among university students.

As discussed in Chapter 2, it was expected that the self-report of the sensitive

questions relating to alcohol and drugs would be higher in Hybrid I, Hybrid II,

and IVR than CATI. The alcohol domain included consumption questions to

be compatible with the National Drug Strategy Household Survey (NDSHS)

questionnaire219 and the five-item Alcohol Use Disorders Identification Test

(AUDIT)193,195. The drugs domain covered amphetamines, marijuana, and
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heroin, which are the more commonly used drugs in Australia213. The drug

questions were selected to be compatible with the NDSHS219 questionnaire and

covered the age at first consuming, use in the previous twelve months, and

frequency of use.

If the self-report rates for Hybrid I, Hybrid II, and IVR were found to be

higher than for CATI, this would not have provided an indication of their greater

accuracy. A reliable external comparison was needed in order to gauge the

external validity217 of the methods. Intrusive methods such as biochemical

testing (see Section 2.5.2 of Chapter 2) were inappropriate since the survey was

a general household study rather than a clinical study. Instead, the NDSHS213

was used to provide a ‘gold standard’ to which the interviewing methods were

compared.

The alcohol and drug items were asked in a fixed order (alcohol, marijuana,

amphetamines, heroin) so that the least sensitive questions came before the

more sensitive questions. This particular order was used to reduce possible

break-offs and because earlier work had shown that order effects were of minor

importance66,222.

It was possible that sample composition might differ between the telephone

interview methods. For example, the potentially low response rate for the IVR

method could produce a biased sample62. Therefore, the sample demographic

composition of each of Hybrid I, Hybrid II, and IVR needed to be compared to

that of CATI. The demography domain included age, education, marital status,

sex, country of birth, and employment status. These questions were selected to

be compatible with the Australian Bureau of Statistics (ABS) Census data208.
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Follow-up

A random 30% selection of respondents who had completed or partly-completed

interviews was selected by GEIS for a follow-up CATI. A single interviewer

who was not involved in the main interviews did all the follow-up interviews.

In the follow-up interview, respondents rated the previous interview for ease,

enjoyableness, stressfulness, and likeableness using a five point Likert scale158

and standard questions from Bonevski et al.177. CATI and Hybrid respondents

were asked if they would have preferred a recorded voice to ask about alcohol

and drug use, while IVR respondents were asked if they would have preferred

an interviewer. All were asked if they thought people would be more honest

with an interviewer than a recorded voice.

5.3.7 Analysis

Analyses were conducted with SAS/STAT software185. Since simple random

sampling was used, no adjustment was required to correct for unequal sam-

pling probabilities. Where sample sizes were too low for some statistical tests,

significances were estimated using Monte Carlo methods223.

Weighting

While comparisons between the telephone interviewing methods were made us-

ing unweighted data, comparisons to ABS or NDSHS213 data were done with

weighted data. The weights224 were calculated to match the age and sex profile

of the 1996 Census208 using Equation 5.2. The strata in Equation 5.2 consisted

of the age groups 15–19, 20–24, . . . 50–54, and ≥65, separately for males and

females. When an analysis only concerned either males or females then the
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weights were rescaled to sum to the sample sizes for males or females, respec-

tively.

Wh =
Nh/N

nh/n
(5.2)

where: Nh denotes the eligible population in stratum h,

N denotes the total eligible population of Australia,

nh denotes the sample size in stratum h, and

n denotes the total sample size.

Sample demographic profile

Sample demographic statistics (proportions by sex, age, education, marital sta-

tus, country of birth, and employment status) were compared between meth-

ods using contingency table analysis and unweighted counts. The demographic

data were compared to the ABS 1996 Census208 using chi-square goodness-of-fit

tests225,226.

Ages were compared to quartiles of the Australian population aged eighteen

years or older: 18–30, 31–42, 43–57, ≥58 208. If the sample was unbiased with

respect to age then each quartile was expected to contain 25% of the total

sample. Quartiles were used to describe the sampling age structure. Although

a larger number of divisions could have been used, the use of quartiles avoided

constructing groups with small sample counts. Over or under-representation in

each quartile was readily apparent from the deviations from the expected 25%.
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Outcome rate

The outcome rates of interest were the contact, cooperation, response, and

refusal rates. The contact rate was the proportion of households that each

method could successfully contact. In particular, it was thought possible that

the contact rate for IVR may be less than the other methods.

The cooperation rate was the proportion of contacted households that com-

pleted interviews. This rate was expected to give an indication of respondents’

amenableness to an interview method once they had been introduced to it.

The response rate was the proportion of all households that completed in-

terviews. For the Hybrid and IVR methods to be usable they needed to obtain

comparable response rates to CATI.

The refusal rate was the proportion of households that refused to complete

interviews. The refusal rate measured how resistant potential respondents were

to a particular method.

Contact, cooperation, response, and refusal rates were calculated accord-

ing to the American Association for Public Opinion Research (AAPOR) coding

system227. This is a standard outcome coding system used in survey research.

Contact, cooperation, response, and refusal rates were calculated using Equa-

tions 5.3, 5.4, 5.5, and 5.6. respectively, after converting GEIS status codes to

AAPOR codes. Rates were compared between interview methods using contin-

gency table analyses226.

Contact rate =
(I + P ) + R + O

(I + P ) + (R + NC + O) + (UH + UO)
(5.3)

Cooperation rate =
I

(I + P ) + (R + O)
(5.4)
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Response rate =
I

(I + P ) + (R + NC + O) + (UH + UO))
(5.5)

Refusal rate =
R

(I + P ) + (R + NC + O) + (UH + UO)
(5.6)

where: I = Completed interview (STATUS code: ‘CQ’),

P = Partial interview, completed at least one domain (STATUS code: ‘PQ’),

R = Refusal and break-off (STATUS codes: ‘D3’, ‘DR’, ‘DO’),

NC = Non-contact (STATUS codes: ‘CB’, ‘AM’),

O = Other (STATUS codes: ‘RD’, ‘RS’),

UH = Unknown if household (STATUS codes: ‘NA’, ‘ET’, ‘RT’), and

UO = Unknown eligibility (STATUS codes: ‘RV’, ‘RM’).

Interview duration

It was unclear whether respondents would find Hybrid I, Hybrid II, and IVR to

be slower or faster to complete than CATI. A particularly slow method would

have been undesirable.

In the Hybrid methods there were two or three intervals in which respondents

interacted with a CATI interviewer and GEIS running on the RVS. These were

summed to obtain the total interview duration. For example, in Hybrid I a

respondent would speak to an interviewer twice and interact with GEIS running

on the RVS once. Equivalence of total duration between the Hybrid I and

Hybrid II methods was tested using the Kruskal-Wallis test204.

Calling effort

It was unclear whether less or more effort would be required to contact respon-

dents and complete interviews with Hybrid I, Hybrid II, and IVR than CATI.
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For example, it was possible that the Hybrid methods may have involved mak-

ing many more calls than CATI because of respondent resistance to the new

methods, in which case a survey using these methods would take longer to com-

plete. The number of calls required to achieve stable survey estimates was used

as a measure of calling effort, instead of the response rate (c.f. Steel et al.52).

This was because the response rates could have stabilized at a low level while

the survey estimates remained unstable. The number of calls required to obtain

stable estimates was determined to be the point at which the mean values of

survey variables came within ±2.5% of the mean value obtained after fifteen

calls.

The number of calls to contact respondents and to complete interviews was

compared using Poisson Regression with adjustment for over-dispersion225. The

method of Signorini228 was used to calculate the power of the test using the re-

sults from Chapter 4. Since the method of Signorini228 assumed a comparison

of two groups the significance level was reduced by Bonferroni adjustments to

account for all pairwise comparisons229. In Pilot 1, the mean number of calls

to contact respondents and complete interviews was 2.2 and 5.0, respectively

(Section 4.5.4 of Chapter 4). By assuming an overall significance of 5%, power

80%, and 387 respondents per method, the detectable difference in rate in an-

other method was calculated. Assuming 2.2 calls to contact respondents and

5.0 calls to complete interviews in one method, the detectable differences in the

calling rates in the other method were 10% and 2%, respectively.
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Item non-response rate

It was thought that the item non-response rates for Hybrid I, Hybrid II, and IVR

might have been lower than CATI because CATI interviewers might encourage

respondents to answer all questions. In this study, the item non-response rate

was defined as the number of refused items as a proportion of the eligible ques-

tions in a domain. Item non-response rates were compared between methods

by contingency table analysis226. Only fully completed interviews were used in

the calculation to avoid confounding the item non-response rate with the rate

of break-offs.

Cost

The cost of each method was to be compared. It was expected that the IVR

would be cheaper than CATI, but the cost of the other methods was uncertain.

Cost was calculated by summing salary cost and accumulated telephone

call charges. Salary cost was calculated by multiplying the interview duration

plus non-contact attempt duration by the interviewer’s salary rate. The mean

interview cost was calculated using the cost of obtaining completed interviews

only, and the total survey cost per completed interview was calculated using

all costs. Equivalence of cost between interviewing methods was tested using

Kruskal-Wallis tests204.

Self-report rate of alcohol and drugs

Self-reported alcohol and drug use was compared between all methods, and be-

tween CATI and the other methods, by contingency table analyses226. Median

age of first consumption was compared using the Mann-Whitney test230. The
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proportion of hazardous drinkers, indicated by an AUDIT score greater than

five193, was compared between methods using contingency table analyses226.

Acceptability

All methods had to be acceptable to respondents for ethical reasons. Accept-

ability was scored using a Likert scale158 for ease of use (5-point), enjoyableness

(4-point), stressfulness (4-point), and likeableness (5-point). Preference for a hu-

man interviewer was investigated by asking a question with ‘prefer interviewer’

or ‘prefer recorded voice’ as answer options. The respondent’s belief that people

would be more or less honest with an IVR system was investigated by asking

a question with ‘person’ or ‘recorded voice’ as options. Levels of Likert scales

were not collapsed during analyses.

Equality of acceptability scores (ease of use, enjoyableness, stressfulness,

and likeableness) were compared without collapsing levels using Kruskal-Wallis

tests204. When significant, Wilcoxon tests204 with Bonferroni adjustments229

were used to compare CATI scores to the other methods. Median scores were

presented in the table after reversing the scales for ease of use and enjoyableness.

After reversals, the lowest possible score (1) corresponded to ‘very easy’, ‘very

enjoyable’, ‘not stressful’, and ‘like it a lot’. The highest possible score (4 or

5) corresponded to ‘very hard’, ‘not enjoyable’, ‘very stressful’, and ‘dislike it a

lot’.

After ordering the methods according to the increasing degree of automation

(CATI, Hybrid I, Hybrid II, IVR), Cochran-Armitage Trend tests with modified

ridit scores231 were used to test for a trend in the proportion of respondents

preferring an interviewer, or agreeing with the statement that people are more
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likely to be honest about their alcohol use to a person than a recorded voice.

This is a test for trends in binomial proportions.

Wilcoxon tests204 were used to assess the relationship between the accept-

ability scores (ease of use, enjoyableness, stressfulness, and likeableness) and

questions with two response options (‘yes’, ‘no’): technology questions (own-

ership of mobile telephones, usage of answering machines, previous experience

with IVR, home access to the Internet), and attitude questions (preference for

an interviewer, or agreeing with the statement that people are more likely to

be honest about their alcohol use to a person than a recorded voice). Spear-

man’s correlation225 was used to assess the relationship between the accept-

ability scores (ease of use, enjoyableness, stressfulness, and likeableness) and a

question with five response options that asked if the respondent liked technology.

Scores were not collapsed during computations.

Comparison to the National Drug Strategy Household Survey

Comparisons to the NDSHS213 results were done using weighted data. This was

because the NDSHS results were also weighted to match ABS estimates219. To

ensure comparability with the NDSHS results, only individuals aged twenty or

older were retained in analyses.

To obtain a more powerful test of differences between the interview methods

and the NDSHS data, the data from the two Hybrid methods were combined.

Before combining data from the two Hybrid methods, tests for homogeneity225

were conducted for each parameter of comparison, and the data were not com-

bined if the methods differed.
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Alcohol drinking status, quantity, and frequency The NDSHS profile

for drinking status (regular, occasional, ex-drinker, never drank), drinking con-

sumption (1–2, 3–4, 5–6, ≥7 drinks per day), drinking frequency (every day,

4–6 days/week, 2–3 days/week, 1 day/week, less often) were compared by sex

and method to the weighted sample data using chi-square goodness-of-fit tests,

or Z-tests if there was only one level225,226.

Drug consumption, quantity, and frequency The NDSHS results for

marijuana, amphetamines, and heroin were compared by sex and method to

the sample weighted data using a chi-square goodness-of-fit test, or Z-tests if

there was only one level for consumption status (lifetime use, use in the last

year), frequency of use (at least monthly, less often), and age distribution of

users (20–39, ≥40)225,226.

5.4 Results

The study was conducted between May–October 2000.

5.4.1 Comparisons between interview methods

Outcome rate

Table 5.1 presents the outcome rates. All methods had similar contact rates

(84–86%), but IVR obtained a response rate (12%) significantly less than CATI

(61%). Compared to CATI, Hybrid II had a significantly lower cooperation

rate (66% vs 73%) and higher refusal rate (27% vs 21%). Re-assignment of

respondents with unsuitable telephones resulted in an inflated CATI method

sample and deflated Hybrid method samples.
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Table 5.1: Outcome rates and sample sizes by telephone interview
method.

CATI Hybrid I Hybrid II IVR
Rate % % Pa % P % P
Contact rate 84 84 0.84 85 0.66 86 0.34
Cooperation rate 73 67 0.06 66 0.02 14 <0.01
Response rate 61 56 0.09 56 0.08 12 <0.01
Refusal rate 21 25 0.14 27 0.03 74 0.01
Sample n n n n
Sample size 661 706 697 806
Respondents 316 322 319 90
After reassignmentb 390 272 295 90
a P values for chi-square comparing rates for each method to CATI.
b Number of respondents after reassignment due to telephones not being suit-

able for use with Hybrid or IVR methods.

Sample demographic profile

As shown in Table 5.2, the unweighted sample distributions for all demographic

characteristics of Hybrid I, Hybrid II, and IVR did not differ significantly from

CATI. However, as shown in Table 5.3, compared to the ABS Census data208,

CATI marginally over-represented Australian-born persons; Hybrid I marginally

over-represented the second population age quartile (31–42), and the married/de

facto category; and Hybrid II marginally over-represented Australian-born per-

sons, those in the labour force, those with university qualifications, and males.

IVR did not deviate on any variable, possibly because of insufficient sample size.

Interview duration

Figure 5.2 shows the interview duration for fully completed interviews for each

method. For the Hybrid methods, the durations for the interviewer and GEIS

running on the RVS are also shown. The central bar of each box plot indicates

the median interview duration, the central box indicates the 25th and 75th
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Table 5.2: Unweighted respondent demographic composition
for each nominala telephone interview method.

Variable CATI Hybrid I Hybrid II IVR
% % % %

Sex
Male 37 34 42 33

Pb 0.43 0.26 0.41

Agec

Q1 20 16 20 23
Q2 24 32 31 21
Q3 26 26 27 36
Q4 30 26 23 20
P 0.15 0.17 0.14

Education
School or none 57 55 50 55

Vocational 22 24 23 18
University 21 21 27 27

P 0.74 0.13 0.45

Marital status
Married/de facto 61 64 66 68

Divorced/Separated 13 12 11 11
Widowed 8 10 5 2

Never married 19 15 17 19
P 0.45 0.38 0.25

Country of birth
Australia 79 75 79 83

P 0.23 0.99 0.38

Employment
In labour force 58 55 64 63

P 0.50 0.12 0.42

nd 315 321 277 88
a The nominal telephone interview method was the one to which respon-

dents were randomly assigned during sample selection.
b Two-sided P values, chi-square tests comparing Hybrid I, Hybrid II,

and IVR to CATI.
c Quartiles of the Australian population aged 18 years or older. Q1: 18–

30 years old, Q2: 31–42 years old, Q3: 43–57 years old, Q4: ≥58 years
old.

d Number of respondents reporting demographic information.
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Table 5.3: Weighted respondent demographic composition by nominala

telephone interview method compared to the Australian population.

Variable CATI Hybrid I Hybrid II IVR ABS
% % % % %

Sex
Male 48 45 55 43 49

Pb 0.10 0.23 0.03 0.29

Agec

Q1 25 20 26 21 26
Q2 24 30 29 21 25
Q3 23 24 25 37 25
Q4 28 26 20 21 24
P 0.36 0.03 0.39 0.12

Education
School or none 57 52 46 53 54

Vocational 22 26 26 22 25
University 21 22 28 25 21

P 0.41 0.69 0.01 0.64

Marital status
Married/de facto 58 62 65 69 58

Divorced/Separated 13 11 10 11 11
Widowed 7 10 4 2 7

Never married 22 17 21 18 24
P 0.65 0.03 0.12 0.17

Country of birth
Australia 79 74 79 80 73

P 0.02 0.92 0.03 0.22

Employment
In labour force 60 59 72 67 62

P 0.54 0.32 <0.01 0.33

nd 315 321 277 88
a The nominal telephone interview method was the one to which respondents were

randomly assigned during sample selection.
b Two-sided P values, chi-square goodness-of-fit tests comparing each method to

ABS Census data208.
c Quartiles of the Australian population aged 18 years or older. Q1: 18–30 years

old, Q2: 31–42 years old, Q3: 43–57 years old, Q4: ≥58 years old.
d Number of respondents reporting demographic information.
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Figure 5.2: Interview durations shown as box plots for the whole interview, the
part conducted by the interviewer, and the part conducted by the RVS.

percentiles, and the whiskers indicate the 10th and 90th percentiles.

The median total duration differed significantly for all methods (χ2=616,

df=3, P<0.01, n=1006), with CATI being the briefest method and Hybrid I the

longest. The median interviewer duration also differed significantly (χ2=502,

df=2, P<0.01, n=917) between methods, with Hybrid II being briefest and

Hybrid I the longest.

Calling effort

As shown in Table 5.4, the number of calls to complete an interview did not differ

significantly between methods, but the number of calls to contact respondents

was significantly higher for IVR.

To investigate how many calls were needed to obtain stable estimates, the

values of important variables were plotted against the number of calls to com-

plete an interview. The variables with corresponding figures were: mean age



CHAPTER 5. TELEPHONE INTERVIEWING METHODS 157

Table 5.4: Mean number of calls by method.

Status CATI Hybrid I Hybrid II IVR Pa

To contact respondents 2.1 2.1 1.9 2.6 <0.01
To complete interviews 2.9 2.8 2.9 2.7 0.86
a Poisson regression.

(Figure 5.3), percentage of females (Figure 5.4), AUDIT score (Figure 5.5),

percentage consuming alcohol (Figure 5.6), percentage consuming marijuana

(Figure 5.7), percentage consuming amphetamines (Figure 5.8), percentage con-

suming heroin (Figure 5.9). By inspection of the graphs in the figures it may be

seen that within seven calls the value of each variable stabilizes to within ±2.5%

of the mean value obtained after fifteen calls. No obvious differences between

methods were noted.

Figure 5.3: Percentage change in age by number of calls to complete interviews
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Figure 5.4: Percentage change in proportion of female respondents by number
of calls to complete interviews with ±2.5% limits.

Figure 5.5: Percentage change in AUDIT score by number of calls to complete
interviews with ±2.5% limits.
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Figure 5.6: Percentage change in proportion consuming alcohol by number of
calls to complete interviews with ±2.5% limits.

Figure 5.7: Percentage change in proportion consuming marijuana by number
of calls to complete interviews with ±2.5% limits.



CHAPTER 5. TELEPHONE INTERVIEWING METHODS 160

Figure 5.8: Percentage change in proportion consuming amphetamines by num-
ber of calls to complete interviews with ±2.5% limits.

Figure 5.9: Percentage change in proportion consuming heroin by number of
calls to complete interviews with ±2.5% limits.
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Table 5.5: Item non-response rate by method.

Domain CATI Hybrid I Hybrid II IVR Pa

Technology 0.3 0.4 0.4 0 0.60
Alcohol 0.3 1.8 0.5 0 <0.01
Drugs 1 8 1.9 1.1 <0.01
Demography 1.6 1.3 11.3 7.4 <0.01
a P values for chi-square tests comparing all methods.

Table 5.6: Mean cost by method.

Cost type CATI Hybrid I Hybrid II IVR Pa

Meanb 4.97 9.46 3.64 2.27 <0.01
Totalc 6.03 11.44 5.27 7.92 <0.01
a Analysis of variance.
b Mean cost per completed interview.
c Total survey cost per completed interview.

Item non-response rate

As shown in Table 5.5, the item non-response rates differed significantly between

methods for the alcohol, drugs and demography domains. In comparison to

CATI, Hybrid I had higher item non-response rates for the drugs domain, while

Hybrid II and IVR had higher item non-response rates for the demography

domain.

Cost

As shown in Table 5.6, the mean completed interview cost and total survey

cost per completed interview both differed significantly between methods. IVR

obtained the minimum interview cost, Hybrid I had the largest interview cost

and survey cost per completed interview, and Hybrid II had the minimum survey

cost per completed interview.
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Table 5.7: Alcohol, marijuana, amphetamines and heroin consumption by
method.

Topic CATI Hybrid I Hybrid II IVR P1 a P2 b T c

% % % %
Alcohol
Full glass 91 97 94 97 0.02 <0.01 1.

Aged 17 17 17 17 0.14 0.94 2.
Hazarde 21 29 32 30 0.03 <0.01 1.

Marijuana
Ever tried 29 35 38 37 0.12 0.02 1

Aged 18 18 17 20 0.05 0.52 2.
12 monthsf 8 7 9 12 0.46 0.52 1.

Monthlyg 2 2 6 2 0.07 0.96 1.
Amphetamines
Ever tried 6 8 8 5 0.58 0.45 1.

Aged 18 19 19 16 0.29 0.50 2.
12 monthsf 1 1 3 4 0.03 0.08 1.

Monthlyg 0 0.4 0.7 2 0.05 0.08 1.
Heroin
Ever tried 1 2 3 2 0.42 0.27 1.

Aged 21 22 22 28 0.99 1.00 2.
12 monthsf 0.3 0 1 2 0.04 0.20 1.

Monthlyg 0 0 0 1 0.13 0.28 1.
nh 390 272 295 90
a Two-sided P values; any differences between methods.
b Two-sided P values; comparing CATI with all other methods.
c Statistical tests: 1=chi-square, 2=Wilcoxon-Mann-Whitney test.
d Median age first tried.
e Hazardous drinking.
f Used in last twelve months.
g Used at least Monthly.
h Number of respondents reporting alcohol and drug information.

Self-report rate of alcohol and drugs

As shown in Table 5.7, compared to the CATI method the non-CATI methods

obtained a significantly higher proportion of respondents who reported con-

suming alcohol or marijuana, and consuming hazardous levels of alcohol. The

proportion consuming amphetamines in the previous twelve months differed sig-

nificantly, with Hybrid II and IVR being the highest. The ages of respondents

first trying alcohol or a drug did not vary significantly between the methods.
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Table 5.8: Median acceptability scoresa (ease, enjoyable, stress-
ful, likeable) for the interview methods.

Measure CATI Hybrid I Hybrid II IVR P-Valueb

Ease 1 1 2 1 <0.01
Enjoyable 2 3 3 2 <0.01
Stressful 2 2 2 2 0.15
Likeable 3 2 2 3 0.56
a These measures are explained in the text.
b P-values for Kruskal-Wallis tests.

Acceptability

The acceptability of each method is summarized in Tables 5.8 and 5.9. Table 5.8

shows the median score obtained for each acceptability measure. As explained

in Section 5.3.7, the lowest possible score (1) corresponded to ‘very easy ’, ‘very

enjoyable’, ‘not stressful’, and ‘like it a lot’, and the highest possible score (4

or 5) corresponded to ‘very hard’, ‘not enjoyable’, ‘very stressful’, and ‘dislike

it a lot’.

The methods were not distinguished by stressfulness or likeableness, but

differences were found for ease and enjoyableness. After Bonferroni correc-

tions, Hybrid II was rated significantly less easy than CATI (Wilcoxon test,

W=5490, P<0.01, n=157), and Hybrid I and Hybrid II were rated less en-

joyable than CATI (Wilcoxon test, W=15444, P<0.01, n=368; Wilcoxon test,

W=5538, P<0.01, n=157).

As shown in Table 5.9, with increasing automation (CATI, Hybrid I, Hy-

brid II, IVR), there were significant decreasing trends for preference for an

interviewer, and in believing people would be more likely to be honest with a

interviewer.

Spearman’s rank correlations225 were calculated for acceptability measures
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Table 5.9: Preference and honesty ratings of interview methods.

Measure CATI Hybrid I Hybrid II IVR P-Valuea

% % % %
Preference (n=457)b 94 47 43 33 <0.01
Honesty (n=457)c 57 26 18 5 <0.01
a Cochran-Armitage trend test with modified ridit scores.
b Preference for an interviewer.
c Percentage agreeing with the statement: “People are more likely to be honest with

their alcohol use to a person than a recorded voice”.

and the acceptability score for liking technology. Wilcoxon tests were used to

assess whether acceptability scores were associated with ownership of mobile

telephones, previous use of an IVR system, use of answering machines, or home

access to the Internet.

Only a few correlations were significant as determined by Monte Carlo prob-

ability estimates223. Those liking technology thought the RVS interview was

easier (rs=0.14, P<0.01, n=468) and less stressful (rs=0.10, P=0.04, n=468).

Those who had previously used an IVR system found the RVS interview more

enjoyable (Wilcoxon test, W=15556, P<0.01, n=468) and liked it (Wilcoxon

test, W=16171, P=0.02, n=468) than those who had not experienced one before.

Those with Internet access thought the RVS interview was easier (Wilcoxon

test, W=40799, P<0.01, n=468) and less stressful (Wilcoxon test, W=16171,

P=0.02, n=468) than those with no access.

5.4.2 Comparison of the results to the National Drug Strat-

egy Household Survey

The consumption of alcohol, marijuana, amphetamines, and heroin for each

method were compared to the NDSHS213 results. To maximize the power of
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the comparisons, the two Hybrid methods were combined after testing for ho-

mogeneity. The results are presented below for alcohol and each drug in turn.

The data were weighted by age and sex according to the ABS Census data208.

Alcohol

Since the distributions of drinking status, quantity, and frequency did not dif-

fer between Hybrid I and Hybrid II for males (χ2=3.0, df=3, P=0.40, n=200;

χ2=2.6, df=3, P=0.47, n=170; χ2=8.5, df=4, P=0.08, n=170) or females (χ2=2.6,

df=3, P=0.45, n=324; χ2=5.1, df=3, P=0.16, n=251; χ2=9.0, df=4, P=0.06,

n=251) the data from the two methods were combined in further analyses.

As shown in Table 5.10, the Hybrid and IVR methods did not differ sig-

nificantly from the NDSHS results with respect to drinking status. However,

the CATI method differed significantly from the NDSHS for both males and

females. CATI female respondents under-reported being ex-drinkers and over-

reported never having drank, while male respondents over-reported being regu-

lar drinkers.

As shown in Table 5.11 compared to the NDSHS, the Hybrid and IVR meth-

ods did not differ significantly from the NDSHS results with respect to quantity

of alcohol consumed. However, CATI female respondents over-reported drink-

ing between one and two drinks a day and under-reported drinking at least five

drinks a day, while male respondents under-reported having more than seven

drinks a day.

As shown in Table 5.12 the Hybrid and IVR methods did not differ signif-

icantly from the NDSHS results with respect to frequency of drinking alcohol.

However, CATI female respondents under-reported drinking on four to six days
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Table 5.10: Drinking status by method for males and females, compared to
the NDSHS results.

Method Sex Drinking Status % a NDSHS (%) Pb

CATI Female (n=233) Regular 39 39 <0.01
Occasional 33 39
Ex-drinker 7 11
Never drank 21 12

Male (n=133) Regular 72 59 0.03
Occasional 19 25
Ex-drinker 5 9
Never drank 4 7

Hybridc Female (n=301) Regular 39 39 0.62
Occasional 40 39
Ex-drinker 11 11
Never drank 10 12

Male (n=186) Regular 59 59 0.63
Occasional 28 25
Ex-drinker 7 9
Never drank 6 7

IVR Female (n=53) Regular 39 39 0.37
Occasional 38 39
Ex-drinker 17 11
Never drank 6 12

Male (n=24) Regular 54 59 0.52
Occasional 20 25
Ex-drinker 16 9
Never drank 10 7

a Weighted percentage.
b Goodness-of-fit P Values.
c Combined Hybrid I and Hybrid II methods.
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Table 5.11: Alcohol quantity by method for males and females, compared to
the NDSHS results.

Method Sex Drinks per day. % a NDSHS (%) Pb

CATI Female (n=169) 1–2 74 62 <0.01
3–4 21 22
5–6 3 9
≥7 2 7

Male (n=120) 1–2 45 36 <0.01
3–4 27 31
5–6 21 15
≥7 7 18

Hybridc Female (n=237) 1–2 66 62 0.53
3–4 20 22
5–6 9 9
≥7 5 7

Male (n=159) 1–2 36 36 0.07
3–4 37 31
5–6 16 15
≥7 11 18

IVR Female (n=41) 1–2 74 62 0.46
3–4 14 22
5–6 6 9
≥7 6 7

Male (n=17) 1–2 43 36 0.88
3–4 26 31
5–6 17 15
≥7 14 18

a Weighted percentage.
b Goodness-of-fit P Values.
c Combined Hybrid I and Hybrid II methods.
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a week, while male respondents under-reported drinking on four to six days a

week and less often than daily, but over-reported daily drinking.

Marijuana

No significant difference in distributions was found for males between Hybrid I

and Hybrid II for lifetime marijuana consumption (χ2=2.9, df=1, P=0.09,

n=198), consumption in the last year (χ2=0.09, df=1, P=0.66, n=198), fre-

quency of use (χ2=3.7, df=1, P=0.06, n=23), and age distribution (χ2=2.7,

df=1, P=0.10, n=187). Similarly, no difference in distributions was found for

females between Hybrid I and Hybrid II for lifetime marijuana consumption

(χ2=0.48, df=1, P=0.49, n=323), consumption in the last year (χ2=1.4, df=1,

P=0.24, n=322), frequency of use (χ2=0.15, df=1, P=0.70, n=22), and age dis-

tribution (χ2=0.67, df=1, P=0.42, n=304). Therefore, the data from the two

methods were combined for the above variables.

As shown in Table 5.13, using the Hybrid method the lifetime use for both

males and females did not differ significantly from the NDSHS, but use in the last

year was less than the NDSHS for both males and females. The female lifetime

and use in the last year was under-reported using CATI. Male self-report rates

did not differ significantly from the NDSHS, but the under-reporting of use in

the last year was close-to-significant. None of the IVR self-report rates differed

significantly from the NDSHS.

Analyses were not attempted for frequency because of small sample sizes.

The age distributions for those consuming marijuana (Table 5.14) did not differ

significantly from the NDSHS for any method except for females in the IVR

method.
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Table 5.12: Frequency of alcohol consumption by method for males and
females, compared to the NDSHS results.

Method Sex Frequency % a NDSHS (%) Pb

CATI Female (n=186) Every day 11 7 <0.01
4–6 days/week 4 10
2–3 days/week 17 16
1 day/ week 18 17
Less often 50 50

Male (n=197) Every day 21 11 <0.01
4–6 days/week 5 13
2–3 days/week 24 20
1 day/ week 25 17
Less often 25 40

Hybridc Female (n=271) Every day 5 7 0.11
4–6 days/week 10 10
2–3 days/week 18 16
1 day/ week 10 17
Less often 57 50

Male (n=174) Every day 16 11 0.37
4–6 days/week 13 13
2–3 days/week 17 20
1 day/ week 17 17
Less often 37 40

IVR Female (n=50) Every day 12 7 0.10
4–6 days/week 7 10
2–3 days/week 18 16
1 day/ week 5 17
Less often 58 50

Male (n=21) Every day 13 11 0.54
4–6 days/week 0 13
2–3 days/week 32 20
1 day/ week 15 17
Less often 40 40

a Weighted percentage.
b Goodness-of-fit P Values.
c Combined Hybrid I and Hybrid II methods.
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Table 5.13: Consuming marijuana by method for males and females,
compared to the NDSHS results.

Method Sex Use % a NDSHS (%) Pb

CATI Male (n=133) Lifetime 42 44 0.66
Last year 15 21 0.06

Female (n=233) Lifetime 24 35 <0.01
Last year 5 15 <0.01

Hybridc Male (n=184) Lifetime 45 44 0.85
Last year 13 21 <0.01

Female (n=300) Lifetime 35 35 0.82
Last year 7 15 <0.01

IVR Male (n=24) Lifetime 58 44 0.16
Last year 14 21 0.39

Female (n=52) Lifetime 27 35 0.24
Last year 11 15 0.43

a Weighted percentage.
b P values for Z-tests.
c Combined Hybrid I and Hybrid II methods.

Table 5.14: Consuming marijuana by method by age and sex,
compared to the NDSHS results.

Method Sex Age % a NDSHS (%) Pb

CATI Female (n=56) 20–39 66 72 0.37
≥40 33 28

Male (n=50) 20–39 59 65 0.36
≥40 41 35

Hybridc Female (n=100) 20–39 66 72 0.23
≥40 33 28

Male (n=75) 20–39 65 65 0.89
≥40 35 35

IVR Female (n=13) 20–39 46 72 0.03
≥40 54 28

Male (n=14) 20–39 51 65 0.78
≥40 49 35

a Weighted percentage.
b Goodness-of-fit P Values.
c Combined Hybrid I and Hybrid II methods.
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Amphetamines

No significant difference in distributions was found for males between Hybrid I

and Hybrid II for lifetime amphetamines consumption (Fisher’s exact test,

χ2=0.13, P=0.72, n=198), and recent amphetamines consumption (Fisher’s ex-

act test, χ2=2.3, P=0.13, n=198). Similarly, no difference in distributions was

found for females between Hybrid I and Hybrid II for lifetime amphetamines

consumption (Fisher’s exact test, χ2=0.19, P=0.66, n=321), and recent am-

phetamines consumption (Fisher’s exact test, χ2=0.75, P=0.39, n=321). There-

fore, the data from the two methods were combined for the above variables.

As shown in Table 5.15, using the Hybrid method the lifetime use for both

males and females did not differ significantly from the NDSHS. The lifetime

use and use in the last year for CATI method females was significantly less than

the NDSHS results. Other comparisons with the NDSHS were not significant.

Analyses were not attempted for quantity or frequency because of small sample

sizes.

Heroin

No significant difference in distributions was found for males between Hybrid I

and Hybrid II for lifetime heroin consumption (Fisher’s exact test, χ2=0.84,

P=0.36, n=199), and recent heroin consumption (Fisher’s exact test, χ2=1.8,

P=0.18, n=199). Similarly, no difference in distributions was found for females

between Hybrid I and Hybrid II for lifetime heroin consumption (Fisher’s exact

test, χ2=1.2, P=0.26, n=323), and recent heroin consumption (Fisher’s exact

test, χ2=2.9, P=0.09, n=323). Therefore, the data from the two methods were

combined for the above variables.
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Table 5.15: Consuming amphetamines by method for males and fe-
males, compared to the NDSHS results.

Method Sex Use % a NDSHS (%) Pb

CATI Female (n=233) Lifetime 3 7 0.02
Last year 0 3 0.01

Male (n=133) Lifetime 9 11 0.53
Last year 3 5 0.20

Hybridc Female (n=298) Lifetime 6 7 0.88
Last year 1 3 0.11

Male (n=184) Lifetime 12 11 0.61
Last year 4 5 0.70

IVR Female (n=52) Lifetime 2 7 0.07
Last year 2 3 0.95

Male (n=24) Lifetime 6 11 0.44
Last year 6 5 0.80

a Weighted percentage.
b Goodness-of-fit P Values.
c Combined Hybrid I and Hybrid II methods.

As shown in Table 5.16, no significant differences between methods from

the NDSHS results were found for lifetime or recent use. Analyses were not

attempted for quantity or frequency because of small sample sizes.

5.5 Discussion

5.5.1 Comparisons between interview methods

The Hybrid I and Hybrid II methods performed comparably to CATI on the

criteria: outcome rate, sample demographic profile, and calling effort. However,

differences were found for interview duration, item non-response rate, cost, self-

report rates of alcohol and drugs, and acceptability. These are discussed below.
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Table 5.16: Consuming heroin by method for males and females, com-
pared to the NDSHS results.

Method Sex Status % a NDSHS (%) Pb

CATI Female (n=233) Lifetime 0.3 1.4 0.15
Last year 0.3 0.5 0.65

Male (n=133) Lifetime 2.4 3.0 0.70
Last year 0.0 0.5 0.42

Hybridc Female (n=300) Lifetime 1.3 1.4 0.90
Last year 1.1 0.5 0.22

Male (n=185) Lifetime 5.0 3.0 0.11
Last year 0.8 1.1 0.68

IVR Female (n=52) Lifetime 2.4 1.4 0.56
Last year 2.4 0.5 0.06

Male (n=24) Lifetime 4.0 3.0 0.79
Last year 4.0 1.1 0.18

a Weighted percentage.
b Goodness-of-fit P Values.
c Combined Hybrid I and Hybrid II methods.

Outcome rate

All methods contacted similar proportions of their respective samples, but the

IVR respondents were less cooperative, with fewer responding, and more re-

fusing. A CATI response rate of 61% was obtained, which although moderate,

may occur with sensitive telephone surveys232. The response rate of all methods

may have been reduced by addressing letters to ‘The Household’ making them

appear to be junk mail and thrown out without reading, or delivered late by the

postal service. Also, the Hybrid and IVR letters may have dissuaded respon-

dents by stating that a recorded voice would be used. The low IVR response

rate, which is consistent with earlier work8,22,23, suggested that IVR requires

motivated respondents, such as in institutional surveys.
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Sample demographic profile

The Hybrid I, Hybrid II and IVR methods did not differ significantly from CATI

in any demographic characteristic, but a few differences were found between

CATI, Hybrid I, and Hybrid II and the ABS Census208. It appeared that relative

sampling biases between methods were small compared to the bias introduced

by telephone sampling itself.

Interview duration

The overall interview duration for fully completed CATI interviews was the

shortest of all the methods. Hybrid I had the longest overall duration since

it involved the respondent being transferred twice and additional explanatory

messages were played by GEIS running on the RVS after the call transfer. For

the methods that used an interviewer, the duration of questions asked by an

interviewer was least for Hybrid II since most questions were asked by GEIS

running on the RVS. For both interviewer and respondent, the Hybrid I was

slower than the other methods. This study only used a brief interview. If a

longer Hybrid I interview had been used the time spent in call transfer would

have been a smaller proportion of the overall duration.

Calling effort

All methods required an equivalent number of calls to complete interviews, but

IVR obtained a greater number of contact calls. This was because the IVR

method did not have an upper calling limit and could continue indefinitely if

needed. For all methods the mean values of major variables appeared to stabilize

after about seven calls, which is comparable to recommended limits for CATI218.
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Item non-response rate

Hybrid II had a higher item non-response rate for the demography domain.

Although the demography domain was the last domain asked in the interviews

the higher rate was not due to drop-outs because only completed interviews were

used to calculate the item non-response rates. In addition, the item non-response

rate for the previous domain (drugs) was relatively small and comparable to

the other methods. The higher item non-response rate could not be explained

by respondent fatigue since they still had to listen and then select an option in

order to indicate a refusal. This suggested that some respondents may have been

reluctant to provide demographic information that was apparently unrelated to

the survey topic: alcohol and drugs. In addition, the lower demography domain

item non-response rates for the Hybrid I and CATI methods may have resulted

from respondents providing socially desirable answers to interviewers instead of

refusing.

Hybrid I had a higher item non-response rate for the alcohol and drugs

domains than Hybrid II. This may have been because the Hybrid I respondents

knew they would be transferred back to an interviewer making the method

appear less anonymous than Hybrid II. CATI had a lower item non-response

rate for the alcohol and drugs domains than the Hybrid methods. Since the

CATI method also obtained lower self-report rates for alcohol and drugs, it may

be speculated that the lower item non-response for CATI was due to respondents

providing socially acceptable answers rather than declining to answer.
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Cost

Hybrid I had the largest interview cost and survey cost per completed interview

because interviewers had to wait until the interview running on the RVS com-

pleted. IVR obtained the lowest mean interview cost since it lacked a salary

component. Hybrid II obtained the lowest total survey cost per completed inter-

view, reflecting the method’s efficiency: interviewers concentrated on contacting

and persuading respondents to participate rather than conducting interviews.

Self-report rate of alcohol and drugs

One of the limitations of this study was that the small sample size obtained

by IVR meant that many of the comparisons had insufficient power to detect

differences from the other methods. Comparisons to the NDSHS involving am-

phetamines and heroin were also limited by small sample sizes. However, sample

sizes of the Hybrid and CATI methods were sufficient to detect differences in

proportions of approximately 11%, close to the design specification of 10%.

The higher reporting rates for consuming alcohol and marijuana for the non-

CATI methods supported the hypothesis of higher reporting rates for sensitive

behaviours with more anonymous methods. This result was in line with other

work3,233–235. Although the data had been weighted by age and sex to match

ABS census data, some of the differences between the methods might have been

attributable to differences in other variables, such as education, marital status,

and employment. However, the demographic profiles of the methods did not

differ significantly, which suggested that any biases introduced by demographic

differences would have been small compared to those resulting from telephone

sampling itself.
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Acceptability

Although all methods were rated as acceptable, the Hybrid methods were least

enjoyable and Hybrid II was the least easy. However, the marked decreasing

trend in preference for an interviewer with increasing automation (CATI to IVR)

suggested that attitudes to recorded voice interviews might be related to expo-

sure. This was supported by the parallel decreasing trend in believing people

would be more likely to be honest with an interviewer. These results suggested

that use of automated methods was acceptable and became more so with ex-

posure. It also accorded with the findings of other studies216,221,236,237. Katz

et al.236 found that individuals were more likely to like voice mail systems if they

had experience of them. Rosen et al.216 reported that university students who

had done courses that used computers not involving programming had lower

anxiety scores when using computers and more positive attitudes toward com-

puters. Rosen and Weil221 found that the reluctance to use technological devices

by university students was less in those who had received computer training.

In a survey of 1012 householders about attitudes to computers, McQuarrie and

Iwamoto237 found that exposure to computers, and not necessarily their use,

was sufficient to cause a positive shift in attitude towards them.

Few strong effects were found between attitudes to technology and accept-

ability. This is in agreement with other work238 that reports that technophobia

is not more common in older or younger age groups, nor in males than females.

However, it appears that the Hybrid and IVR interview methods may be slightly

more popular with persons who use technology or had used IVR before.
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5.5.2 Comparison of the results to the National Drug Strat-

egy Household Survey

As discussed in Section 5.3.6, the National Drug Strategy Household Survey

(NDSHS) was used as an external comparison. The response rates for the CATI

and Hybrid methods (56%–61%) were very comparable to the response rates

achieved by the NDSHS study (55%–61%)219. Comparisons were made between

the NDSHS results and the results of this study after weighting by age and

sex. It may be concluded that differences between the two studies cannot be

accounted for by response rate differences or sample composition differences

relating to age and sex.

Alcohol drinking status, quantity, and frequency

For alcohol, the combined Hybrid methods results generally agreed with the

NDSHS (drinking status, frequency, and quantity), whereas CATI deviated in

the direction expected for sensitive questions. Self-report rates for more sensitive

topics were lower when the less confidential method (CATI) was used. The IVR

results also agreed with the NDSHS, but the sample size in this case was too

small to be informative.

Drug consumption, quantity, and frequency

With the exception of marijuana consumption, the Hybrid methods produced

similar reports to the NDSHS while CATI rates were under-reported for both

marijuana and amphetamines. Other comparisons with the NDSHS, such as

frequency of marijuana consumption and age distribution of marijuana users,

were limited by the small sample size of identified users. Such comparisons would
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require a survey sample size of a similar magnitude to that of the NDSHS.

The general conclusion to be drawn is that the Hybrid method can obtain

a comparable result to a more expensive face-to-face survey, and within the

sampling limitations of telephone surveys, would be a preferred option when

sensitive questions are to be asked.

5.6 Conclusions

By assuming that the NDSHS was a gold standard, Hybrid I and Hybrid II

provided more accurate telephone survey data on sensitive topics than CATI,

while Hybrid II also did so at a lesser cost. While IVR had a low response

rate, it would probably be most useful in business surveys or with motivated

respondents.

Although IVR and the Hybrid methods all used a recorded voice to ask

questions, only the Hybrid methods had acceptable response rates. This sug-

gested that the initial human contact was important in persuading respondents

to cooperate. Human contact also helped to keep the respondent on the line, as

was evidenced by the lower cooperation rate for Hybrid II than Hybrid I. Once

the RVS interview began, GEIS could ask questions in a more consistent fashion

than an interviewer, but to keep the cost below that of CATI the interviewer

must not wait for the call to transfer back before ringing another number. Cost

can be minimized by reducing the questions the interviewer asks but without

eliminating the human contact. This would allow interviewers to concentrate

on recruiting respondents.

In conclusion, the IVR method is not preferred for household surveys due
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to its low response rate. Instead, the Hybrid method is preferred to CATI

for assessing sensitive behaviours since it obtained similar demographic sample

profiles and response rates, but higher self-report rates on sensitive issues, and

when applied to alcohol and drug self-report, produced results comparable to

those obtained by anonymous self-completed NDSHS questionnaires.



Chapter 6

Interactive Voice Response
as a brief intervention
method: A pilot study

6.1 Introduction

The previous chapters provided evidence that Interactive Voice Response (IVR)

could be used to ask sensitive questions about health behaviours and obtain

higher self-report. It was thought that IVR might also allow health promo-

tion advice to be provided to members of a community at relatively minimal

cost. Previous work in this area had only used IVR to provide advice to clinic

patients30,31 or to assess risky behaviours using inbound calls34,44. There had

been no previous use of IVR as a population health intervention tool.

In order to evaluate the potential of IVR for use in population health inter-

ventions it was necessary to identify a health promotion area in which it might

be useful. Cervical screening was selected for the following reasons: (a) cervi-

cal cancer carried a significant burden of illness, (b) cervical screening was a

potentially modifiable behaviour, and (c) the outcome of the intervention could

be determined by use of readily available statistics. However, before an IVR

181
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intervention could be attempted the IVR method needed to be piloted to assess

participation rates and acceptability.

This chapter discusses the rationale for the cervical screening intervention

and describes the pilot study. The next chapter describes the main study.

6.1.1 Cervical cancer burden of illness

Cervical cancer is the eleventh most common cancer affecting Australian women239

and the thirteenth most common form of cancer death in New South Wales

(NSW) women240. In American women, the cumulative lifetime risk of inva-

sive cervical cancer is 3.4%241. Cervical cancer is preceded by asymptomatic

changes in cells lining the cervix known as cervical intraepithelial neoplasia240.

It is mainly caused by infection with the human papilloma virus, of which there

are at least twenty types, acquired during sexual intercourse242.

In New South Wales (NSW), screening is performed by means of routine

Papanicolaou smear tests (Pap tests)243,244 carried out by general practition-

ers, gynæcological specialists, and nurses240. The National Cervical Screening

Program245 recommends that a Pap test should be conducted every two years

for women aged 18–69 who have an intact uterus and who have no symptoms

or previous history of cervical cancer, or after first sexual intercourse, ceasing

at 70 years of age after at least two normal Pap tests. Women who have had

their cervix removed, such as by hysterectomy, are no longer considered at risk

of cervical cancer. Cervical screening using Pap tests can be cost-effective when

used every two years241 as long as intensive recruitment is used246.

The age-standardized rate of cervical cancer in NSW is 10.0 per 105 women-

years, and the age-specific incidence increases rapidly with age to 20.5 cases
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per 105 at 35–39 years of age, then gradually increases to 23.1 per 105 for

women aged 70 years or older240. Recent studies suggest that many at risk

women do not have regular Pap tests247–251. In 2000, the screening rate for

NSW women was only 61.2% for those aged 18–49 and 60.0% for those aged

50–69 252. However, the Pap test is effective in preventing cervical cancer in

90% of cases253.

6.1.2 Brief interventions

Given the pivotal role of regular Pap tests in reducing incidence and mortality

from cervical cancer, it is essential that programs aimed at increasing screening

rates continue. These programs need to be organized to overcome barriers to

screening that exist at the patient, practitioner and structural levels254. For a

wide range of health areas, brief advice has been shown to be as efficacious in

reducing risky health-related behaviours as more intensive interventions255, as

detailed in Table 6.1. The table was constructed by searching the Medline15

database for articles published between mid-1998 and mid-2001. These results

supported the prospect of an IVR brief intervention for cervical screening.

6.1.3 Strategies to increase cervical screening

Letters278–280 and advice281–283 from general practitioners have been shown to

increase cervical screening rates relative to control women. Although a key role

can be played by general practitioners in promoting cervical screening, previous

research has shown that they may not consistently provide opportunistic screen-

ing advice during consultations284,285, and that women may not recall the advice

provided by their doctors282,286,287. Therefore, other complementary methods
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Table 6.1: Brief intervention studies: 1998–2001.

Study Health Area
Cordoba et al.(1998)256 Non-dependent drinkers
Tomson et al.(1998)257 Hazardous drinking
Bacha and Rispoli(1999)258 Myofunctional therapy
Chang et al.(1999)259 Alcohol consumption during pregnancy
Evans et al.(1999)260 Parasuicide
Gentilello et al.(1999)261 Hazardous drinking
Irvine et al.(1999)262 Passive smoking
Monti et al.(1999)263 Hazardous drinking
Mullins et al.(1999)264 Smoking
Thome and Alder(1999)265 Fatigue
Aalto et al.(2000)266 Heavy drinking in women
Borsari and Carey(2000)267 College Student binge drinking
Freeborn et al.(2000)268 Hazardous drinking
Glasgow et al.(2000)269 Smoking
Lang et al.(2000)270 Cannabis
Manwell et al.(2000)271 Alcohol consumption in women
Moore et al.(2000)272 Back pain
Paton-Simpson et al.(2000)273 Hazardous drinking
Richmond et al.(2000)274 Hazardous drinking
Black et al.(2001)275 Infant feeding
Blondell et al.(2001)276 Hazardous drinking
Peleg et al.(2001)277 Adolescent drinking
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of encouraging screening are needed.

Previous studies have tested the use of mail, computer, and telephone inter-

ventions to prompt women to screen254,278–280,288, and the use of radio broad-

casts289. Television campaigns have also been shown to increase cervical screen-

ing rates254. The use of computers has been shown to be acceptable to women

when delivering brief advice about cervical screening interventions288.

Brief advice, particularly where this advice is tailored to individual screening

status and addresses known barriers to screening, has also been shown to be

effective in increasing cervical screening rates254,278–280,285,288.

6.1.4 Use of IVR in brief interventions

It was thought that IVR technology would have promise as a brief advice tool

for health promotion, and cervical screening in particular. There were several

reasons to believe this. It was thought that IVR may be able to overcome

potential barriers, handle sensitive issues, provide access to information for those

persons difficult to reach at home, avoid literacy and language problems, and

be economical to run. These particular issues are discussed below.

Barriers Many potential barriers to having Pap tests have been identified,

including embarrassment, lack of knowledge, discomfort, and preference

for female doctors290. It was thought that information about barriers such

as these could be systematically addressed by an IVR system by targeting

specific messages to individual women.

Sensitivity It was known that some women considered Pap tests and cervical

screening to be sensitive and private topics290. The previous work in this
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thesis had found that survey respondents were more likely to report sen-

sitive behaviours in an IVR survey than to a human-mediated interview.

It was thought that IVR could enhance a woman’s privacy, since the call

was taken from home and only they could hear the questions.

Accessing women IVR could be used to contact anyone with a touchphone.

It could also contact individuals on a regular systematic basis. Once con-

tacted, it could deliver a message targeted at that particular individual.

Women who frequently moved could still be accessed by an IVR system

that regularly sweeps through telephone number ranges.

Automatic reminders Women could arrange for an IVR system to contact

them again automatically some time later. An IVR system could also be

linked to a Pap test database and issue reminders in the same manner as

postal reminders are currently produced by the NSW Pap Test Register

(PTR).

Literacy and language problems IVR could address the literacy difficulties

of paper based approaches and handle non-English speakers5–7,31,291–294.

Cost The cost of contacting each woman using IVR consists only of devel-

opment costs and call charges. This means that IVR could be an ex-

tremely economical method of providing an individual intervention for

each woman.

There had been no previous studies that had used IVR to directly contact

a household sample and administer brief advice on cervical screening or any

other health topic. Therefore, a trial was planned to evaluate the use of IVR in

delivering a brief intervention for health promotion.
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As a first step, a pilot was needed to examine the likely contact rate, whether

women would respond to questions in order to determine their health status,

the degree to which women would use IVR technology for obtaining health

information, its acceptability, and its cost.

6.2 Aims

The aims of this chapter are to:

1. Describe the participation rates, (the proportion of those contacted who

listen to the IVR message);

2. Compare the demographic profile of participants to the Australian Bureau

of Statistics (ABS) Census profile;

3. Describe the IVR self-report cervical screening rate;

4. Assess how screened and unscreened women used the IVR system;

5. Compare the IVR and Computer-Assisted Telephone Interview (CATI)

follow-up self-report screening rates;

6. Describe the acceptability of the IVR brief intervention; and

7. Compare the cost of the IVR brief intervention to a standard mail re-

minder.
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6.3 Methods

6.3.1 Design

An IVR system was used to contact a random selection of 5000 households in

the Cessnock Statistical Local Area (SLA) in September 2000 and deliver an

IVR brief intervention promoting cervical screening. A CATI follow-up was

used to assess the IVR brief intervention.

6.3.2 Setting

The Cessnock Statistical Local Area (SLA) (Statistical Local Areas (SLAs) are

defined in Section 4.5.3 of Chapter 4) is located within the Hunter region, which

is considered herein to be the area encompassed by the SLAs: Cessnock, Dungog,

Lake Macquarie, Maitland, Merriwa, Murrurundi, Muswellbrook, Newcastle,

Scone, and Singleton. Cessnock SLA has a population of 44,362, which is the

forty-third largest of the 189 SLAs in NSW and fifth largest in the Hunter

region208.

The population of Cessnock is 90% Australian-born, with a small propor-

tion born overseas: United Kingdom, 3%; New Zealand, 1%; Germany, 0.5%;

Netherlands, 0.2%; other countries or unknown, 5.3%208. Only 1.6% of the

population aged five or more speak a language other than English at home208.

Cessnock SLA has 22,421 female residents of which 13,858 are aged 18–69208.

Cessnock SLA has an Accessibility/Remoteness Index of Australia (ARIA) (The

ARIA is defined in Section 4.6.3 of Chapter 4) score of 0.9945, which measures

access to resources along a road network212. This is a low score indicating that

Cessnock has “relatively unrestricted accessibility to a wide range of goods and
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services and opportunities for social interaction” (see Table 4.12 of Chapter 4).

Only 30% of SLAs in NSW have a lower ARIA score than this indicating greater

access to resources.

Despite the adequate access to resources Cessnock SLA has consistently

maintained a low cervical screening rate, and is the lowest-screening SLA in the

Hunter region252.

6.3.3 Sample

A total of 5000 households with fixed telephone connections were selected from

an electronic version of the White Pages215 using simple random sampling. The

sampling program is shown in Appendix D.1.1. The ABS Regional Localities

Index295 was used to ensure the street addresses of selected households were

within the Cessnock SLA. Following the completion of the IVR brief advice

calls, the program shown in Appendix D.1.2 was used to generate a sample that

consisted of those who had listened to the IVR call and an equal number of

those who had hung up on the IVR call. This sample was used for the follow-up

CATI.

6.3.4 Procedure

Approval was obtained for this study from the University of Newcastle Human

Research Ethics Committee (HREC) and Hunter Area Research Ethics Com-

mittee (HAREC).
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Participant instruction

Information letters printed on letterhead stationery and addressed to ‘The House-

hold’ were posted using DL-sized∗ envelopes with the institution details (Hunter

Centre for Health Advancement, Hunter Health, and the The University of New-

castle, Australia) plainly marked, one week before the first call. The letters (Ap-

pendix Section D.2) were in English since only a very small proportion of the

Cessnock population speak another language at home208. The letters explained

the project aims, stated that each household would receive an IVR call about

cervical screening, and that participation would be voluntary. No remuneration

was offered.

Participant recruitment

The Generalized Electronic Interviewing System (GEIS) running on the Record-

ed Voice System (RVS) (The RVS is defined in Section 3.4.2 of Chapter 3) initi-

ated calls to households. When a call was answered, GEIS played an introductory

message and then asked the person to press key ‘5’, but any key sufficed. If no

key press was detected after three repetitions the system thanked the person

and the call terminated. Otherwise, GEIS described the survey purpose before

asking if there were any women aged 18–69 years old in the household. Since

there may have been more than one eligible woman in the household, it asked

to speak to the woman with the most recent birthday209. If the current time

was not convenient or the woman was unavailable GEIS explained it could call

back the next day at the same time or another at the woman’s convenience.

Self-identified businesses were recorded as out of scope. GEIS distinguished an-

∗Envelope size 220 x 110mm.
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swering machines from genuine individuals by the length of the salutation

“Hello?”

“Hello. We’re not in at present. . . ”

Cervical screening barriers

To identify known barriers to cervical screening that would be addressed by the

IVR brief intervention, the Medline15 database was searched for studies between

1998–2001 using the search terms ‘cervical screening barriers’. Principal cervical

screening barriers identified in these studies were:

• Cost296–301;

• Cultural/Fatalism297,302–306;

• Being disabled307;

• Discomfort/Fear of pain305,306,308–311;

• Embarrassment296,296,299,304–306,308,310–314;

• Fear of finding cancer311,315;

• Lack of knowledge of cancer296,300,314,316;

• Lack of knowledge of Pap tests298,299,301–304,309,311,312,312,314;

• Language303,312;

• Limited access to medical services299,302,303,308,309,312,312–314; and

• Lack of time311.
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Not all of these barriers were relevant to the current study. The barriers

cultural factors/fatalism and language were not relevant because the Hunter area

had a relatively homogeneous Australian-born English-speaking population208.

The barrier disabled was also not considered because the proportion of women

in NSW aged 15–70 years old with moderate to severe disabilities and living in

private dwellings was 2.7%, which was too small for a general study317. The

remaining barriers were considered relevant to this study: the barriers cost,

discomfort/fear of pain, embarrassment, fear of finding cancer, and lack of time

were addressed by means of targeted messages, while lack of knowledge of cancer,

lack of knowledge of test, and limited access to medical services, were handled

by optional information messages.

IVR intervention

The IVR intervention was applied as part of a community based intensive aware-

ness campaign in Cessnock between July–October 2000. The implementation

of the IVR intervention was designed in consultation with the Hunter Cer-

vical Screening Coordinator (HCSC) who managed the Cessnock community

awareness campaign. Apart from IVR, the community awareness campaign318

involved: (a) contacting key leaders from the SLA to encourage them to pro-

mote the campaign; (b) informing general practitioners in the area of the cam-

paign; (c) deploying an extra women’s health nurse; (d) distributing pamphlets

and posters about cervical screening at community access points; (e) insert-

ing information leaflets in council rates notices; (f) inserting articles in school

newsletters; and (g) announcements on local radio and print media.

The IVR intervention consisted of calls made by GEIS to selected households.
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GEIS conducted the following sequence of operations:

1. Explained the nature of the call;

2. Identified if women aged 18–69 years old were present;

3. Selected one eligible woman at random using the last birthday method209;

4. Determined her screening status;

5. Delivered a message that either congratulated her on being correctly screen-

ed, a message of encouragement if she was under-screened, or another

message appropriate to her status;

6. Offered to deliver additional messages designed to counter common barri-

ers to screening (Cost, Discomfort/Fear of pain, Embarrassment, Fear of

finding cancer, and Lack of time);

7. Offered to provide additional information on cervical screening and cancer

(Lack of knowledge of cancer, Lack of knowledge of test, and Limited access

to medical services);

8. Offered to read out contact numbers and an Internet address where she

could obtain more information;

9. Offered to arrange for the HCSC to ring her back if she still had questions;

and

10. Offered to record a question the woman may wish answered by the HCSC

when she was called back.
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Call scheduling

To ensure high contact rates a similar scheduling system was used for the IVR

brief advice call to that for the IVR method described in Chapter 5. Initial

calls were made on weekday afternoons or evenings. Non-contacted numbers

were re-attempted at alternating thirty minute and eighteen hour intervals.

Follow-up CATI

Following the community-based intervention, a CATI was conducted to assess

the acceptability of the campaign components. The CATI was scheduled to

occur one month after the end of the campaign and two months after the IVR

calls. All households that had listened to the call and an equal number of

randomly selected households which had hung up on the call, were contacted

by the CATI interviewer. If the woman had not listened to the IVR call the

interviewer offered to arrange for GEIS to ring her back.

6.3.5 Apparatus

Equipment

The equipment used was the same as in Chapter 5. Voice recordings were spoken

in English by a female staff member.

Software

Both the IVR system and CATI follow-up were implemented using GEIS (see

Chapter 3). Data were accumulated on a central computer using SAS/SHARE

software191. With both the initial IVR call and the follow-up CATI, answers to

questions were provided by selecting one of a set of options, entering a number
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or date, or entering an open-ended response. Answers to open-ended questions

were entered verbatim by the CATI interviewers, while GEIS allowed women to

record a short spoken question. The recorded question was stored as a file on

the computer’s hard disk and also sent attached to an e-mail to the HCSC. For

numeric answers, absolute and reasonable limits prevented range errors. Invalid

responses triggered an appropriate message or display. After three repetitions

of an item, a non-response caused GEIS to hang up and record a refusal. Women

could refuse to answer a particular item, and if they wished they could return

to earlier questions and modify their answers.

6.3.6 Measures

Scripts

Two scripts were used, one to handle the IVR call (Supplementary Materials

Section 6.1), and the other for the CATI follow-up survey (Supplementary Ma-

terials Section 6.2). The domains within the IVR script are discussed in the

next section. Some technical information on the script items is presented in

Appendix Section D.3.

The IVR script handled all aspects of the cervical screening messages, in-

cluding contacting the household, identifying an eligible woman, delivering the

messages, and providing information, and offering to arrange for a call-back.

Towards the end of the IVR script, the woman was asked if she wanted someone

to ring her back. If she chose this option, she could also record a question be-

forehand. The expert was the Hunter Cervical Screening Coordinator (HCSC)

responsible for cervical screening promotion in the Hunter region.

The CATI follow-up script assessed awareness of the cervical screening cam-
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paign, knowledge of cervical cancer and screening, reasons for listening or not

listening to the IVR call, and the woman’s screening status and demographic

characteristics. If the woman had not listened to the call she was offered an-

other opportunity to try it. If she had listened to it, the acceptability of the

IVR call was assessed. She was also asked for suggestions for additional IVR

health promotion ideas.

Domains

The IVR script (Supplementary Materials Section 6.1) contained domains con-

cerned with (a) Pap status, (b) barrier messages, (c) demography, and (d) in-

formation messages. These are discussed below.

Pap status domain In the Pap status domain, the woman’s cervical screen-

ing status was determined using the method illustrated in Figure 6.1. A message

appropriate to the woman’s screening status was played as shown in Table 6.2.

Barrier messages domain For under-screened women, a series of messages

were offered that addressed previously identified barriers to screening as shown

in Table 6.3. Women could listen to one or more messages, or could skip ahead.

Demography domain The questions of the demography domain (education,

marital status, country of birth, aboriginality, employment status, and income)

were selected to be compatible with the ABS Census data208.

Information messages domain In the information messages domain, mes-

sages covering additional barriers to screening were offered. Women could listen

to one or more information messages or could skip ahead. Contact telephone
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numbers were offered for the Australian Cancer Society, Royal Newcastle Hos-

pital sexual health clinic, New South Wales Cancer Council, and FPA Health.

Lastly, the system offered to arrange to have someone call the woman back.

6.3.7 Analysis

Participation rates

Women were counted as listening to a domain if they had reached the last

item in that domain, or they had begun the domain but had validly skipped

the remaining items not relevant to them. The participation rates were then

tabulated for each completed domain of the IVR call using Equation 5.5 in

Section 5.3.7 of Chapter 5.

Demography

Demographic variables (age, education, marital status, country of birth, aborig-

inality, employment, income) were tabulated and compared to 1996 ABS Cen-

sus profiles208 using chi-square goodness-of-fit tests225. Since the ABS Census

estimates represent population level data, the ABS profiles were taken to be

theoretical distributions.

Ages were classified into the groups 18–29, 30–39, 40–49, 50–59, 60–69, ≥70.

Where participants refused to give their age or only gave their age as <18, 18–

69, or ≥70 years old, the data were not included in calculations involving age.

Previous cervical screening research has found that Pap test rate estimates are

only slightly affected by unknown age estimates (0.6%)253. Because of small

category sample sizes, some levels of education and income were collapsed. For

Education, the levels no education, primary school, and secondary school were
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Age group

Had hysterectomy?

Had sex?

Had a Pap test?

Tested <2 years ago ?

No testing needed

No testing needed

Check with doctor

Tested correctly

Under-tested

No testing needed
after 2 normal tests

Under-tested

Yes

No

No

>70

Yes

No

<18

Yes

Yes

No

18-70

Figure 6.1: Determination of cervical screening status used within the Pap
status domain.
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Table 6.2: Pilot study messages played to women by cervical screening status.

Status Message

Correctly screened “Well done! Your Pap tests are up-to-date! All
women aged eighteen to seventy years old who
haven’t had a hysterectomy, and have ever had sexual
intercourse, should have a Pap test every two years.
Remember: a Pap test every two years can help pre-
vent cervical cancer.”

Under-screened “All women aged eighteen to seventy years old who
haven’t had a hysterectomy, and have ever had sexual
intercourse, should have a Pap test every two years.
Please have a Pap test soon.”

Under eighteen “All women should start having Pap tests at eigh-
teen years of age, or two years after first having sex,
whichever is later. Some women may need to start
having Pap tests before eighteen years of age. It de-
pends on your sexual activity. Ask your doctor for
advice to see if you should start having regular Pap
tests.”

Not had sex “All women aged eighteen to seventy years old who
haven’t had a hysterectomy, and have ever had sexual
intercourse, should have a Pap test every two years.
Since you’ve never had sexual intercourse, there’s no
need for you to have a Pap test. Your doctor can give
you more information about this.”

Had a hysterectomy “Since you have had a hysterectomy, you should talk
to your doctor to see if you need to have a Pap test
or a similar test. Don’t assume you don’t need one:
check with your doctor to be absolutely sure.”

Over seventy “All women aged eighteen to seventy years old who
haven’t had a hysterectomy, and have ever had sexual
intercourse, should have a Pap test every two years.
However, since you are over seventy you can stop hav-
ing Pap tests if you have had two normal Pap tests
within the last five years. Your doctor can tell you
more.”
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Table 6.3: Pilot study barrier messages available to under-screened women.

Barrier Message

Discomfort/fear of pain “Having a Pap test can feel uncomfortable but it
should not hurt. Choose a doctor or nurse who
you feel comfortable with. It’s important to have
regular tests. Remember: a Pap test every two
years can help prevent Cervical cancer.”

Embarrassment “Being embarrassed is understandable, but most
doctors and nurses are aware of this and will make
sure you’re comfortable and you have enough pri-
vacy. It’s important that you find a doctor or nurse
who you feel comfortable with. You can take a
friend for support. It’s important to have regular
Pap tests.”

Fear of finding cancer “This is understandable, but a Pap test can give
peace of mind. If Pap tests are done regularly,
they can detect early changes that can easily be
treated before cancer develops. Women who do
have regular tests are less likely to develop cervical
cancer. Remember: a Pap test every 2 years can
help prevent cervical cancer.”

Lack of time “Having enough time can be a very real problem.
However it only takes a few minutes to do a Pap
test. Most women visit their doctors at least once
a year. Perhaps on one of these visits you could
talk to your doctor about having a Pap test. A
few minutes every 2 years can help save your life.”

Cost “The cost of your Pap test can vary depending on
where you have it done. Some doctors, clinics and
health care centres provide free Pap tests. Others
may charge but some may be refundable through
Medicare.”
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collapsed to school or none, and the levels of income were collapsed to less than

$20,000, and $20,000 or greater.

CATI follow-up

Chi-square tests226 were used to compare the follow-up CATI data for partici-

pants and those who had hung up on the IVR call. Due to small sample sizes,

it was necessary to further collapse levels of age, education, marital status, and

income.

The kappa (κ) statistic was used to obtain an estimate of agreement be-

tween the data obtained during the IVR call and the follow-up CATI. The κ

statistic is a measure of agreement between different measurements on the same

items226,230.

The self-reported cervical screening rate for the age groups 18–49 and 50–69

was compared to NSW PTR data252 using chi-square goodness-of-fit tests225.

Dependence of self-reported screening rates on demographic variables was ex-

amined using chi-square tests226 or Cochran-Armitage trend tests231.

Barrier messages and information messages domains

Those women who were under-screened according to the Pap status domain

could listen to the barrier messages domain, or could skip ahead. The barrier

messages domain was followed by the information messages domains. All women

could listen to messages in the information messages domains, or could skip

ahead. The proportions of those listening to domain messages were compared

between the age groups 18–49 and 50–69 years old by chi-square tests226. Chi-

square tests226 were used to compare education, marital status, and income
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between listening or not listening to domain messages.

Follow-up CATI self-report rates

The self-reported screening rate obtained in the follow-up CATI was compared

to NSW PTR data using chi-square goodness-of-fit tests225. The CATI self-

report and IVR self-report screening statuses were compared using McNemar’s

test319. Logistic regression was used to model the CATI self-report screening

against IVR self-report rate and number of days between the two contacts. The

covariates marital status, employment, and income were also added singly.

Acceptability

Chi-square tests were used to assess the association of the acceptability ratings

with age, income, education, and employment.

Cost

The cost was calculated by accumulating call cost over all connected calls and

dividing by the number of participants.

6.4 Results

The IVR system was active in September 2000. Calls were made within the

hours 0830–2230 hours and numbers were called an average 2.7 times before

contact.
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6.4.1 Participation rates

IVR call

Of the 5000 numbers in the sample, 174 corresponded to disconnected lines, 30

were fax machines, and 85 were recorded as out-of-scope after receiving letter

notifications. Of the remaining 4711 numbers, 216 were not rung after the

information letters were returned, and 3 were omitted due to notification of the

death of the recipient, leaving 4492 numbers.

As indicated in Table 6.4, a total of 489 ÷ 4492 = 11% households listened

to the entire IVR call, 661 ÷ 4492 = 15% households and 549 ÷ 4492 = 12%

women listened to at least the Pap status domain.

A total of 106 ÷ 661 = 16% of households chose to listen to at least one of

the information messages, which were offered to all participants. Of the 106

households, 49 ÷ 661 = 7.4% listened to a single message, 20 ÷ 661 = 3.0%

listened to two messages, 9 ÷ 661 = 1.4% listened to three messages, and 28 ÷

661 = 4.2% listened to all five messages. A total of 61÷661 = 9% of households

listened to the contact numbers, which were offered to all participants.

A total of 16÷ 661 = 2% of households requested that the Hunter Cervical

Screening Coordinator ring them to provide additional information, and of these,

seven recorded a spoken question in advance.

A total of 489 ÷ 4492 = 11% households and 430 ÷ 4492 = 10% of women

listened to the entire call.

CATI followup

Those who had listened to the entire IVR call along with a random sample of

500 of those who had not completed listening were contacted in a follow-up
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Table 6.4: Pilot study participation rates by the last domain completed.

Last domain fully completed Households listeninga Women listeningb

n % n %
Pap status 661 15 549 12
Barrier messages 644 15 532 12
Demography 617 14 505 11
Information messages 505 11 444 10
All domains 489 11 430 10
a Number of households in which someone listened to the IVR call.
b Number of women who listened to the IVR call.

CATI. Of the 988 households attempted, 587 (59%) completed the follow-up

interview. The CATI follow-up response rate was significantly higher for those

who had listened to the IVR than those who had not (87% versus 64% χ2=54.6,

df=1, P<0.01, n=758).

6.4.2 Demography

As detailed in Table 6.5, the demographic composition of the IVR sample dif-

fered from the 1996 Census208 on all variables except country of birth. Com-

pared to the ABS data, the sample of those who listened to the IVR call under-

represented younger and older women, over-represented women with post-school

qualifications, who were married, of aboriginal descent, employed, and with

lower incomes. Compared to the ABS data, the sample of those who did not

listen to the IVR call under-represented younger and older women, and over-

represented women who were married, and of aboriginal descent.

It was possible that in some cases individuals who listened to the IVR call

may not have been the same people as those who completed the follow-up inter-

view. To assess this the kappa (κ) statistic was used as a measure of agreement
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Table 6.5: Pilot study demographic composition of listen-
ers to the IVR call from the IVR and CATI follow-up sam-
ples, and non-listeners in the CATI follow-up sample, com-
pared to ABS census data.

Variable IVR CATI Follow-up ABS
Listeners Non-listeners

% % % %

Age
18–29 12 8 13 21
30–39 24 24 24 21
40–49 26 27 26 20
50–59 21 24 18 13
60–69 16 13 17 11
≥70 2 4 3 15

Pa <0.01 <0.01 <0.01

Education
Schoolb 64 74 81 85

Vocational 28 18 11 7
University 9 8 8 9

P <0.01 <0.01 0.09

Marital status
Married 79 66 70 57

Neverc 5 22 17 12
Div./Sep.d 9 6 7 14
Widowed 7 5 7 16

P <0.01 <0.01 <0.01

Country of birth
Australia 92 91 93 90

P 0.16 0.46 0.17

Aboriginal/Torres Strait Islander
ATSI 4 2 3 0.3

P <0.01 <0.01 <0.01

Employment
Employed 84 46 43 37

P <0.01 <0.01 0.07

Income
<$20,000 37 38 40 47

P <0.01 <0.01 0.08
n e 553 394 197
a Chi-square test P-values comparing the sample profiles to the

ABS Census data profile.
b School or none.
c Never married.
d Divorced or separated.
e Number of participants reporting demographic information.
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Table 6.6: Pilot study agreement (κ) between IVR and CATI demographic
variables.

Variable Kappa 95% CI
Age 0.98 {95, 100}

Education 0.66 {58, 73}
Marital status 0.58 {49, 66}
Employment 0.68 {60, 75}

Income 0.76 {69, 83}

between the IVR and CATI results. As a convention, values of the κ statistic in

the range 0.41–0.60 may be regarded as indicating moderate agreement, 0.61–

0.80 as substantial agreement, and 0.81–1.00 as almost perfect agreement226.

As shown in Table 6.6, the agreement as measured by the kappa (κ) statistic

ranged from 0.58 to 0.98. These values ranged from moderate for marital sta-

tus, and substantial to almost perfect for the remaining variables. This provided

evidence that the number of cases where different individuals provided data in

the IVR and CATI contacts was small enough that it was not likely to seriously

affect the interpretation of the follow-up data.

6.4.3 IVR self-report screening status

Of the women who completed the Pap status domain, there were seven (1%)

women aged over 70 years, 10 (2%) who had not had sexual intercourse, 114

(21%) who had had hysterectomies, 274 (50%) who were correctly screened, and

144 (26%) who were under-screened. For those who gave their age, 94 (68%)

women aged 18–49, and 44 (59%) aged 50–69 were correctly-screened.

The proportion of correctly screened 18–49 year old women was significantly

higher than NSW PTR data252 (68% vs 56%; χ2=19.1, df=1, P<0.01, n=296).

However, the proportion of correctly screened 50–69 year old women did not
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differ from register data (59% vs 53%; χ2=1.7, df=1, P=0.19, n=108).

6.4.4 Barrier messages

Those women who were under-screened according to the Pap status domain re-

sponses were presented with a set of barrier messages relating to discomfort/fear

of pain, embarrassment, fear of finding cancer, lack of time, and cost. Of the

women that completed the Pap status domain, 84 (59%) listened to barrier mes-

sages, as shown in Table 6.7. The most common barrier message selected was

embarrassment, but there was a sizable proportion who did not select one.

The distribution of selected barrier messages did not differ between the 18–

49, 50–69 and age-refused groups (χ2=9.2, df=10, Monte Carlo P=0.52, 99% CI:

{0.504, 0.530}, n=143). The distribution of selected barrier messages also did

not differ among those who gave their age (χ2=3.5, df=4, Monte Carlo P=0.49,

99% CI: {0.480, 0.506}, n=131). There was also no significant association be-

tween listening to any barrier message and education (χ2=1.4, df=2, Monte

Carlo P=0.30, 99% CI: {0.287, 0.310}, n=127), marital status (χ2=6.9, df=3,

Monte Carlo P=0.07, 99% CI: {0.060, 0.073}, n=132), employment (Fisher’s ex-

act test, χ2=0.01, P=1.00, n=124), and income (Cochran-Armitage trend test,

T=+1.4, one-sided Monte Carlo P=0.09, 99% CI: {0.082, 0.097}, n=66).

6.4.5 Information messages

Information messages were offered to all women. A total of 63 (13%) women

listened to at least one information message. The proportion of eligible women

who listened to an information message did not differ between those aged 18–49

and 50–69 (9% versus 15%; Fisher’s exact test, χ2=2.6, P=0.11, n=351). For
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Table 6.7: Pilot study barrier messages selected by age group of
women.

Barrier Aged 18–49 Aged 50–69 Age refused
% % %

Cost 8 2 0
Discomfort/fear of pain 5 0 8
Embarrassment 28 21 33
Fear of finding cancer 5 2 0
Lack of time 18 21 25
None selected 36 53 33
na 88 43 12
a Number of women selecting or skipping barrier messages.

women aged 18–49, the proportions of under-screened and screened women who

listened to information messages did not differ significantly (12% versus 8%;

Fisher’s exact test, χ2=0.9, P=0.33, n=257). However, for women aged 50–69,

a significantly greater proportion of under-screened than screened women lis-

tened to the information messages (24% versus 8%; Fisher’s exact test, χ2=5.2,

P=0.02, n=94).

There was no significant association between listening to information mes-

sages and education (Fisher’s exact test, χ2=0.9, P=0.39, n=460), marital sta-

tus (Fisher’s exact test, χ2=0.01, P=1.00, n=472), employment (Fisher’s exact

test, χ2=0.02, P=0.89, n=458), or income (Fisher’s exact test, χ2=0.1, P=0.85,

n=251).

A total of 57 (11%) women listened to the list of contact numbers.

There was no significant difference in the proportion of older and younger

women listening to the contact numbers (χ2=2.9, df=1, P=0.09, n=455). How-

ever, a significantly larger proportion of under-screened than screened women

listened to the contact numbers in the 18–49 age group (12% versus 2%; Fisher’s
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exact test, χ2=9.8, P<0.01, n=257) and also the 50–69 age group (24% versus

2%; Fisher’s exact test, χ2=11.3, P<0.01, n=94).

However, no other association with demographic characteristics was found.

No significant association was found between listening to the contact numbers

and education (χ2=0.2, df=1, P=0.68, n=460), marital status (χ2=0.24, df=1,

P=0.63, n=472), employment (χ2=0.11, df=1, P=0.74, n=458), and income

(χ2=0.42, df=1, P=0.52, n=251).

A total of sixteen women recorded a request for the Hunter Cervical Screen-

ing Coordinator to ring them back and seven recorded a question to be answered

by the Hunter Cervical Screening Coordinator. As detailed in Figure 6.2, the

recorded questions were from women who either (a) had had hysterectomies,

(b) were over 70 and who were unclear about their need for a Pap test, or

(c) were inquiring about local access to Pap test facilities.

6.4.6 IVR and follow-up CATI self-report screening status

During the CATI follow-up, women were asked about their screening status.

This was then used to examine if the proportion of screened and under-screened

women who had listened to the IVR message had differed. However, no signifi-

cant difference was found (64% versus 69%; χ2=0.9, df=1, P=0.34, n=465).

Significant associations were found for the screening status obtained during

the IVR and CATI interviews both for the 18–49 age group (McNemar’s test,

S=26.0, P<0.01, n=201) and also the 50–69 age group (McNemar’s test, S=6.2,

P=0.01, n=73).

For 18–49 year old women, the self-report screening rate was 85% using CATI

and 72% using IVR, while for 50–69 year old women the rates were 73% and 60%,
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1. “I’m wondering for a person aged seventy-two. Is it relevant to them?”

2. “I’m forty-three, female, had a partial hysterectomy, [but] still have
ovaries. [My] mother recently passed away [due to] ovarian cancer. I
don’t have a cervix and I’m curious, as because doctors seem to be un-
sure of whether I should or shouldn’t [have a Pap test]. They can’t agree
whether I should or should not have Pap smears. And the fact that my
mother just passed away recently after just finding out she had ovarian
cancer. So, if someone wants to call me back and talk to me about that
would be nice.”

3. “I’d like to know where I can go and see a female doctor to have a Pap
smear test in my area. I live near Cessnock.”

4. “Yes, I have had a hysterectomy and, yes, I was told in your instructions
to go and see my own doctor. Is it necessary for me to have a Pap smear
or not? Can you answer that question for me?”

5. “I had a hysterectomy eighteen years ago. I don’t have a Pap test every
two years. I’ve got to have one as often as I remember. Is that OK?”

6. “I would like to know if I do have to have a Pap smear. I have had a
hysterectomy.”

7. “Yes, I just like to know — I’ve been to a couple of doctors. I’ve a
hysterectomy and I’d just like to know. Some say I do need a Pap smear.
Some say I don’t. So I’d just like to know whether I do or not ’cause I
haven’t had one for a few years now.”

Figure 6.2: Pilot study texts of recorded questions.
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Figure 6.3: Pilot study self-report screening status for successive interviews of
18–49 aged women from IVR and CATI follow-up.

respectively. As shown in Figures 6.3 and 6.4, almost all of those who reported

being correctly-screened in the IVR call later reported being correctly screened

in the follow-up CATI call. However, 46% of under-screened women aged 18–

49, and 38% of under-screened women aged 50–69, subsequently reported being

correctly-screened in the CATI follow-up.

The extra screenings reported in the CATI followup interviews may have

been due to normal screening behaviour in the two-month period between the

IVR call and the CATI. However, during this period the proportion of screenings

expected for Cessnock in this period (6%252) was less than that observed.

To further investigate this, logistic regression was used to model the CATI

self-report status as a function of the IVR self-report status, the age group, and
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Figure 6.4: Pilot study self-report screening status for successive interviews for
50–69 aged women from IVR and CATI follow-up.
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Table 6.8: Pilot study acceptability of the IVR call.

Measure/Level %
Ease

Very easy 53
Fairly easy 45

Not sure 1
Fairly hard 1
Very hard 0

Enjoyable
Very enjoyable 2

Enjoyable 24
A little enjoyable 56

Not enjoyable at all 18
Stressful

Not stressful 88
A little stressful 10

Stressful 2
Very stressful 0

Likeable
Like it a lot 9

Like it a little 37
Neither like nor dislike it 48

Dislike it 5
Dislike it a lot 1

n 378

the time difference in days between the two reports. After adjusting for age

group, the odds of self-report as correctly screened using CATI was 7.2 times

(95% CI: {4.4, 11.6}) if a woman had also reported being correctly screened

using IVR. However, the odds did not change significantly as the time differ-

ence increased (χ2=0.6, df=1, P=0.44, n=272), indicating that the screened

proportion was not increasing with time.

6.4.7 Acceptability

The acceptability of the IVR call is detailed in Table 6.8.
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Ease

The majority of women (98%) thought that participating in the IVR call was

fairly easy or very easy, but there was a significant association with age (χ2=52.9,

df=20, P<0.01, n=372) with older women finding it less easy than younger ones

(Kendall’s τb=-0.16). A significant association was also found with education

(χ2=24.0, df=6, Monte Carlo P<0.01, 99% CI: {0.002, 0.005}, n=374) with

more highly educated women finding it easier (τb=0.12). No association was

found with income (χ2=18.2, df=16, Monte Carlo P=0.27, 99% CI: {0.257,

0.280}, n=230) or employment (χ2=6.8, df=3, Monte Carlo P=0.11, 99% CI:

{0.108, 0.116}, n=166).

Enjoyable

A total of 82% found the IVR call enjoyable. No association was found with

age (χ2=16.8, df=15, Monte Carlo P=0.32, 99% CI: {0.306, 0.330}, n=372),

education (χ2=6.8, df=9, Monte Carlo P=0.63, 99% CI: {0.619, 0.644}, n=374),

income (χ2=13.3, df=12, Monte Carlo P=0.34, 99% CI: {0.329, 0.354}, n=230),

or employment (χ2=2.2, df=3, Monte Carlo P=0.50, 99% CI: {0.487, 0.513},

n=166).

Stressful

A total of 88% did not find the IVR call stressful. No association was found with

age (χ2=14.3, df=15, Monte Carlo P=0.44, 99% CI: {0.431, 0.457}, n=375), ed-

ucation (χ2=11.3, df=9, Monte Carlo P=0.23, 99% CI: {0.215, 0.236}, n=374),

or income (χ2=1.4, df=4, Monte Carlo P=0.85, 99% CI: {0.836, 0.856}, n=228).
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Table 6.9: Pilot study preference for alternative IVR call topics.

Topic n %
Losing weight 192 58
Nutrition 193 58
Physical activity 138 42
Illegal drugs 101 30
Falls & elderly 87 26
Smoking 77 23
Alcohol 51 15

Likeable

Almost half (46%) liked the IVR call. No association was found with age

(χ2=17.4, df=20, Monte Carlo P=0.61, 99% CI: {0.593, 0.618}, n=375), ed-

ucation (χ2=9.7, df=12, Monte Carlo P=0.56, 99% CI: {0.556, 0.581}, n=374),

income (χ2=10.6, df=16, Monte Carlo P=0.88, 99% CI: {0.883, 0.899}, n=230),

or employment (χ2=4.9, df=3, Monte Carlo P=0.20, 99% CI: {0.191, 0.212},

n=166).

IVR health topic calls

A total of 90% agreed that IVR Pap call reminders were a good idea. No

association was found with age (χ2=22.9, df=20, Monte Carlo P=0.30, 99% CI:

{0.291, 0.316}, n=581), income (χ2=19.9, df=20, Monte Carlo P=0.47, 99%

CI: {0.457, 0.483}, n=472), education (χ2=8.4, df=12, Monte Carlo P=0.69,

99% CI: {0.683, 0.706}, n=579), or employment (χ2=35.5, df=24, Monte Carlo

P=0.06, 99% CI: {0.054, 0.066}, n=472).

As detailed in Table 6.9, when asked which of a set of health topic areas

they would like to hear in an IVR call, the majority favoured ‘losing weight’

and ‘nutrition and diet’. Additional suggestions are shown in Table 6.10.
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Table 6.10: Pilot study alternative health topics for IVR calls nominated by
participants.

Topic n Topic n
Breast cancer 27 Hepatitis 2
Diabetes 20 Illegal drug use 2
Children 18 Kidney disease 2
Cancer 16 Pregnancy 2
Mental health 13 Prostate cancer 2
Heart disease 9 Aging 1
Arthritis 7 Blood disease 1
Asthma 7 Convulsions 1
Blood pressure 7 Domestic violence 1
Adolescents 6 Eye disease 1
Menopause 6 Gambling 1
Nutrition and diet 6 Heart cancer 1
Osteoporosis 6 Lung Cancer 1
Stress 6 Migraine 1
Depression 4 Ovarian cancer 1
Immunization 4 Pain 1
Alzheimer’s disease 3 Pap tests 1
Cervical cancer 3 Physical activity 1
Cholesterol 3 Quit smoking 1
Dementia 3 Reducing alcohol 1
Sexually transmitted diseases 3 Sex education 1
Bowel cancer 2 Skin cancer 1
Elderly 2 Speech pathology 1
General health 2 Women’s health 1
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6.4.8 Cost

The cost of hardware and software development was disregarded as being a

capital expenditure not normally associated with a single project. The cost of

printing, packaging, and posting the information letters was also disregarded

as letters would not normally be used in an IVR intervention. The remaining

costs were call charges and the salary of a health professional in cases where

women wished to be rung back. The call charge (including Subscriber Trunk

Dialling (STD) rates) per participant was $2178÷ 661 = $3.30.

To obtain the cost of an equivalent mail-pamphlet project, data from Newell320

was used. Newell posted personal health record diaries to households. The di-

aries were accompanied by booklets that provided information about the preva-

lence of cancer and cardiovascular disease, recommendations of preventative,

screening and detection behaviour, and further contact information. The di-

aries were meant for keeping record of an individual’s screening history. The

cost of printing, packaging, and posting was $1.96 per household. Newell

found that only 4.1% diaries were used, giving a cost per completed diary of

$1.96/4.1%=$47.80.

6.5 Discussion

6.5.1 Participation rates

IVR call

The proportion of women who listened to at least part of the IVR call was 15%.

However, only 11% listened to the entire call. These outcome rates appear con-

sistent with the response rates obtained by the IVR method in Chapter 5 and
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suggest that cold-calling using IVR does not allow large proportions of a popu-

lation to be accessed. This may be of less importance with an IVR intervention

than a survey since the objective is not to obtain a representative sample, but to

economically contact large numbers of individuals, and to preferentially contact

individuals to whom the IVR call is most relevant. Even 15% of a population

may correspond to a large number of individuals.

Many individuals dropped out progressively through the IVR call. These

dropouts may have been due to misleading messages in the script, such as those

beginning with

“Thank you . . . ”

“That is the end of our questions . . . ”

Some women may have misinterpreted these to indicate that the end of the IVR

call had been reached and hung up without listening further.

Only a small number of women requested that someone ring them back and

half of these recorded a question beforehand. This may have been because

either the IVR call had already provided sufficient information, that the topic

was sensitive, or that they did not want to talk to another person. The call-back

facility would appear useful, although the proportion using it was small.

CATI follow-up

The follow-up CATI was not just concerned with the IVR call but also consid-

ered other aspects of the multi-channel intervention in Cessnock, so the intro-

duction spoken by the interviewers in the follow-up CATI did not mention the

IVR call. However, the response rate for the follow-up was substantially higher

for those who had listened to the IVR call than those who had hung up on
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the IVR call. It was concluded that either listening to the IVR call increased

participation in the follow-up, or that those who listened to the IVR call were

people who were likely to participate in any survey.

6.5.2 Demography

The demographic profile of those who listened to the IVR call differed from ABS

Census data. This difference was also seen in the CATI follow-up among those

who had listened to the IVR call. Those who did not listen differed from the

Census on fewer variables than the listeners, perhaps because the listeners may

have represented a self-selected random sample. However, the listeners included

fewer young or old women, more educated women, more married women, more

aboriginal women, and more women with higher incomes.

6.5.3 IVR self-report screening status

The screening status of women in the 18–49 age group exceeded the population-

level rate. The rate for women aged 50–69 agreed with population level rates,

which may be due to the study having an insufficient power to detect any dif-

ference. However, the sample size had been sufficient to detect an over-report

of 9% or higher.

6.5.4 Barrier messages

Previously identified barriers to screening (see Section 6.3.4) were addressed by

messages: cost, discomfort/fear of pain, embarrassment, fear of finding cancer,

and lack of time. Women who were under-screened were asked to listen to an

appropriate barrier message. The most common barrier message selected was
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embarrassment, which was consistent with other studies296,299,304–306,308,310–314.

No association was found between choice of barrier message and age, or

between listening to any barrier message and demographic variables (educa-

tion, marital status). This may have resulted from a lack of statistical power.

However, the effect sizes being tested were all small according to the criteria

suggested by Cohen321. It was concluded that there was no evidence that se-

lection of barrier message or listening to any message depended on the woman’s

background.

6.5.5 Information messages

Although information messages were offered to all women, only a small propor-

tion chose to listen to them. More older than younger women listened although

the difference was only close-to-significant. More under-screened than screened

younger women listened, but the effect was non-significant. Since the detectable

difference was small (≈ 8%) it was concluded that the differential was not use-

ful. However, it was of considerable interest that among older women, those

who were under-screened were significantly more likely to listen than those who

were screened. This was of interest since the 50–69 age group was a recognized

risk group who would ideally be preferentially targeted with cervical screening

promotions.

There was no association between listening to an information message and

other demographic variables (education, marital status, employment, and in-

come). The differences were small according to the criteria suggested by Co-

hen321. It was concluded that there was no evidence that, apart from age,

listening to information messages depended on the woman’s background.
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The number of women listening to contact numbers was small. It was of

interest that under-screened women were more likely to listen than correctly-

screened women. This differential was more accentuated for older women than

younger women, possibly because the older women perceived a greater personal

risk from cervical cancer.

As with the information messages, there was no association between listening

to the contact numbers and other demographic variables. It was concluded that

there was no evidence that listening to the contact numbers depended on the

woman’s background.

The recorded questions mostly addressed whether women who had had hys-

terectomies needed to continue testing. Since this requires a knowledge of the

woman’s medical history, any telephone contact cannot properly deal with this

issue other than to advise the woman to seek further advice from a medical

practitioner.

6.5.6 IVR and follow-up CATI self-report screening status

In both age groups, the overall self-report Pap test rate was 13% higher for

CATI than IVR. However, only in younger women did the IVR Pap test rates

exceed population estimates, while the CATI Pap test self-report rates for both

groups were higher than population data.

Where women reported being correctly screened in the IVR call, they also

tended to report being correctly screened in the CATI. However, more than a

third of younger women and a fifth of older women who reported being under-

screened in the IVR call subsequently reported being correctly screened in the

CATI. This may have been the result of: (a) normal screening between the IVR
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call and the CATI; (b) women reporting screening that had occurred earlier as

being more recent (‘telescoping’)322; (c) increased screening as a direct result

of the IVR call or other aspects of the intervention; (d) over-reporting in the

CATI.

The first explanation may be disregarded since the number of screens to be

expected in the period between the IVR and CATI calls would have been much

smaller than that observed.

The second explanation was not tenable since there was no reason to expect

telescoping to occur during the IVR contact but not during the CATI contact.

The third explanation was eliminated by the result of the logistic regression.

The logistic regression indicated that the most important predictor of screening

in the CATI was being screened in the IVR call. The time difference between

the two events was not a significant factor indicating that more women were not

being screened over time.

The remaining explanation was that women over-reported their screening

status to the CATI interviewer. As shown in Table 6.11, other studies have

also found over-reporting of self-reported cervical screening in comparison to

medical records or Pap test registry data of comparable magnitudes to the

over-reporting observed in this study (13%). It may be speculated that some of

the over-reporting in these studies may also have resulted from socially-desirable

reporting, although other causes such as telescoping322 or lack of understanding

the nature of a Pap test323 may also have contributed.

A complicating factor in this work was that the method of assessing cervical

screening self-report differed between the IVR call and follow-up CATI. Since

the CATI approach was different to that used in the IVR call, the difference in
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Table 6.11: Over-report of Pap tests by women reported in cervical screening
studies.

Study Over-report(%) Validation method Screen period
Walter et al.(1988)322 20 Medical records 5 years
Sawyer et al.(1989)324 21 Medical records 3 years
Bowman et al.(1991)325 23 Medical records 3 years
Michielutte et al.(1991)323 71 Provider reports Concurrent
McKenna et al.(1992)326 46 Medical records 3 years
Gordon et al.(1993)327 22 Medical records 2 years
Bowman et al.(1995)278 4 Registry data 6 months
Kottke et al.(1995)328 25 Medical records 1 year
Montaño and Phillips(1995)329 9 Medical records 1 year
Suarez et al.(1995)330 39 Medical records 2 years
Bowman et al.(1997)331 39 Medical records 3 years
Campbell et al.(1997)288 20 Medical records 6 months
Hancock et al.(1998)247 10 Registry data 2 years
McGovern et al.(1998)332 34 Medical records 1 year
Mamoon et al.(2001)253 13 Registry data 2 years

estimate between the two contacts may be confounded with differences due to

the question-wording.

6.5.7 Acceptability

The IVR call was acceptable with most women finding it easy, enjoyable, un-

stressful, and almost half liking it. More educated women and younger women

found it easier, but this could be the result of greater familiarity with technology

in those groups. The remaining tests of association with demographic variables

were non-significant despite having powers of at least 50%321. It was concluded

that the IVR call was broadly acceptable.

The majority of women also agreed that IVR health-related calls were a good

idea and favoured further topics being developed. There was also no indication

of any association with agreeing that IVR health-related calls were a good idea

and demographic status.
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6.5.8 Cost

A comparable alternative to IVR calls was mailed pamphlets. However, the

IVR call was not only less expensive than pamphlets per completed call, but

also allowed accurate recording of the number of those who listened to the calls

without expensive followup.

6.6 Conclusions

The IVR call was successfully used by a large number of women to obtain

information on cervical cancer and screening. The proportion of those called

who listened to the call was only 15%. However, the use of an IVR call meant

that it was possible to enumerate all the contacts made, unlike in other methods

such as radio broadcasts.

The demographic composition of the participants did not match the popu-

lation. Instead, there was an excess of middle-aged, employed women with a

post-school education.

The system obtained a lower degree of over-reporting of cervical screening

status compared to other studies, which may have resulted from the confiden-

tiality of the IVR method. Those women who were unscreened and the older

age group used the system to a greater extent than screened women or younger

women. This was pleasing since these are recognized risk groups towards whom

a cervical screening health promotion intervention should ideally be directed.

Lastly, use of the system did not depend on womens’ backgrounds, and the IVR

call proved acceptable and inexpensive.

The successful outcome of the pilot study suggested that the IVR method
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might be able to increase screening rates since those most at risk were also

the heaviest users of the system. However, the pilot was an unreplicated uncon-

trolled trial and no conclusion could be reached on the effect it may have had on

screening rates. Accordingly, a controlled trial was planned that would evaluate

its efficacy in increasing screening rates. This is described in Chapter 7.



Chapter 7

A brief intervention for
cervical screening
using Interactive Voice
Response: A randomized
controlled trial

7.1 Introduction

The results of the pilot study (Chapter 6) were encouraging. The purpose of

the pilot was to investigate the acceptability of the Interactive Voice Response

(IVR) message and the proportion of those called who would listen to it. The

general lack of association with demographic characteristics implied a broad

applicability of the IVR method across diverse population groups. The pilot

study’s results indicated that the proportion of those answering the call was

about 15%, and women in higher risk groups were more likely to listen to the

IVR message. However, this did not imply that at-risk women would be more

likely to be subsequently screened. The proportion of under-screened women

who listened to the IVR message and subsequently screened is defined herein as

226
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the efficacy of the method. Since the pilot investigated acceptability it used an

unreplicated design. Therefore the next step was to to estimate the efficacy of

the IVR method by conducting a trial using a replicated and controlled design.

7.2 Aims

The aims of this project were to:

1. Conduct a controlled and replicated trial of a brief advice IVR intervention

to increase cervical screening by a nominal 1.0% over three months;

2. Assess the efficacy of a brief advice IVR intervention in promoting cervical

screening;

3. Compare the change in screening rates obtained with a brief advice IVR

intervention to other cervical screening interventions;

4. Determine the cost per additional screen using a brief advice IVR inter-

vention; and

5. Compare the cost per additional screen with a brief advice IVR interven-

tion to that of other cervical screening interventions.

7.3 Methods

7.3.1 Design

A brief advice IVR cervical screening intervention was delivered to 17,008 ran-

domly selected households between April–July 2001 in fifteen Hunter postcodes

and the results compared to another fifteen control postcodes.
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Cessnock Statistical Local Area (SLA) (SLAs are defined in Section 4.5.3 of

Chapter 4) was excluded from the study because it had already been the setting

for a cervical screening intervention as described in Chapter 6.

7.3.2 Setting

The Hunter region is located in New South Wales (NSW) as shown in Fig-

ure 7.1. Excluding Cessnock Statistical Local Area (SLA) it has a population

of 462,704208. The area is covered by the Statistical Local Areas (SLAs) shown

in Figure 7.2.

The population is 88% Australian-born, with a small proportion born over-

seas: United Kingdom, 3.7%; New Zealand, 1.0%; Germany, 0.5%; Italy, 0.3%;

Netherlands, 0.3%; Poland, 0.3%; Philippines, 0.2%; Macedonia, 0.2%; other

countries or unknown, 5.0%208. The Hunter area has 233,756 female residents

of which 148,757 are aged 18–69.

The Hunter area has an Accessibility/Remoteness Index of Australia (ARIA)

(ARIA scores are defined in Section 4.6.3 of Chapter 4) score212 of 1.348, indicat-

ing relatively unrestricted accessibility (see Table 4.12 in Chapter 4). Fifty-two

percent of Area Health Services in NSW have an ARIA score indicating greater

access to resources.

7.3.3 Sample

Prior to selecting a sample, the population and screening rate needed to be

defined. Eligible women were defined as those aged 18–69 who had not had

a hysterectomy. The target population was defined as all eligible women. The

screening rate was defined as the number of women aged 18–69 in the population
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NSW

Hunter

Figure 7.1: The Hunter region and NSW, Australia.

who had had a Pap test at least once in the reporting period divided by the size

of the target population.

The sample needed to be of sufficient size to enable a large enough number

of eligible women to be contacted. In selecting these women, small geographic

sampling areas were preferred to larger ones. This was because smaller areas

would have less variation in factors that may have been correlated with screening

rates, such as the Index of Socio-Economic Disadvantage (SED)333. The small-

est geographic areas for which cervical screening rates could be obtained were

postcodes. Using smaller geographic areas than postcodes may have led to the

possibility of identifying individual women from the screening rate statistics,

which could theoretically have resulted in an infringement of confidentiality.

This limitation meant that the intervention could be delivered to individual

randomly selected postcodes, but not smaller geographic areas.

The intervention was to be delivered to households in one group of postcodes

while another control group of postcodes would not receive any calls. It was
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Figure 7.2: Statistical local areas of the Hunter region.
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also noted that there was little risk of intervention contamination since randomly

selected postcodes were unlikely to be contiguous or even geographically close.

Selecting postcodes

SLAs were used as a means of selecting postcodes that spanned the Hunter area.

Using the ABS National Localities Index (NLI)295, a list of 49 postcodes was

constructed for localities found in the SLAs Dungog, Lake Macquarie, Maitland,

Merriwa, Murrurundi, Muswellbrook, Newcastle - Inner, Newcastle - Remain-

der, Scone, Singleton, which, along with the Cessnock SLA, make up the ad-

ministrative area of the Hunter Area Health Service (HAHS). Postcodes within

the Cessnock SLA were not considered in this trial since it had already been

the target of the cervical screening promotion by the Hunter Centre for Health

Advancement (HCHA) as described in Chapter 6.

Postcodes that did not contain households (The University of Newcastle and

Williamtown Air Force base), that only contained a small population (Newcastle

West, n=18334), or which were the target of imminent cervical screening inter-

ventions (Lucy Bates, personal communication, 2000), were removed, leaving

30 postcodes.

Socioeconomic status was known to be correlated with cervical screening

rates333. This association was used in assigning postcodes to control and in-

tervention groups so that the two groups would be more likely to have similar

screening rates than if the postcodes had been assigned purely at random. A

preferable method of dividing the postcodes into the two groups would have

been to use the postcode screening rate itself, but this data was unavailable.

The Index of Socio-Economic Disadvantage (SED) for postcodes was obtained
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from the Australian Bureau of Statistics (ABS) Socio-Economic Indexes for

Areas (SEIFA) data set335. The SED is derived from attributes such as low

income, low educational attainment, high unemployment and jobs in relatively

unskilled occupations336. A high score on the SED occurs when a postcode has

few families of low income and few people with little training and in unskilled

occupations. A low score on the index occurs when a postcode has many low

income families and people with little training and in unskilled occupations336.

Use of the SED index alone would have resulted in groups with very dissimi-

lar population sizes, making the control and intervention groups less comparable.

Therefore, the number of women aged 18–69 in each postcode (NWPC) was also

used as an aid in forming the two groups. The NWPC was obtained from ABS

Census profile data208.

Because two variables, NWPC and SED, were used to assign postcodes to

the groups, the resulting groups were not likely to be exactly equal with respect

to either NWPC or SED. However, it was intended that the groups would be

approximately balanced with respect to both.

Principal Components Analysis (PCA) was used as an objective method to

assign the postcodes to the groups using NWPC and SED. PCA is a means of

replacing a data set by another equivalent data set that has reduced dimension-

ality337. This is done by calculating new variables, called principal components,

that represent uncorrelated linear combinations of the eigenvalues of the original

data set. The set of principal components summarize the same variance as the

original data set. If the proportion of the total variance is explained by a small

number of principal components then the dimensionality has been reduced to

that number of dimensions with little loss of variance. PCA allowed the two
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variables SED and NWPC to be replaced by a single variable.

Prior to the PCA, the two variables, SED and NWPC, were standardized to

a mean of zero and a variance of one using Equation 7.1 to avoid the variable

with the largest magnitude being unduly influential.

x′i =
(xi − x)

sx
(7.1)

where: x′i = standardized value of xi,

xi = the original value of either SED or NWPC,

x = mean of x across all postcodes, and

sx = standard deviation of x across all postcodes.

From the PCA, the first principal component accounted for 59% of the vari-

ance in the data set, indicating that most of the variance was being explained by

the first component. To assign postcodes to treatment and control groups, the

postcodes were first sorted by the first principal component. Then, following a

random start, alternate pairs were assigned to control and intervention groups.

Sample size

Since population level data would be used rather than sample data, the sample

size was selected so as to obtain a particular effect level rather than a statistically

detectable amount. The effect to be measured was a change in the screening

rate in intervention postcodes compared to control postcodes over the months

following the intervention. To obtain a target effect of 1.0% it was necessary

to contact a sufficient number of households so that enough women could be

prompted to have a Pap test who would not otherwise have done so.

The selected postcodes (see Table 7.1) had a total population of 75,532
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women aged 18–69208. The three monthly cervical screening rate for women

aged 20–69 for the Hunter area was 8.9% of the eligible female population252.

To obtain an increase of 1.0% in the three monthly rate in the intervention

postcodes compared to the control postcodes, an additional 75, 532×0.01÷2 =

378 women would be needed to be screened in the intervention postcodes.

It was necessary to contact a sufficient number of households in the interven-

tion group using an IVR message in order to prompt the additional 378 women

to be screened. The number of households had to be large enough to allow for

the:

1. Percentage of households with telephones;

2. Percentage of households that contained 18–69 year old women;

3. Percentage of women who would listen to the IVR message;

4. Percentage of women who would not have had a hysterectomy;

5. Percentage of women who would not have been screened within the last

two years; and

6. Efficacy of the IVR intervention.

Three of these quantities were available from the pilot data (Chapter 6):

(a) 90% of households had telephones; (b) 86% of households contained women

aged 18–69; and (c) 15% listened to the Pap status domain of the IVR message.

The percentage of women who would not have had a hysterectomy was estimated

to be 85% (Karen Gillham, personal communication, 2001; 1997 NSW Health

Survey).
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The percentage of women aged 18–69 unscreened in the previous two years

was estimated to be 39%252. The efficacy of the IVR intervention was unknown

and was the subject of the trial. It was assumed to be 50%.

Therefore, in order for an additional 378 women to be screened, the number

of households to contact was given by:

19, 643 =
378

0.90× 0.86× 0.15× 0.85× 0.39× 0.50
(7.2)

This figure was rounded up to 20,000 households.

If the percentage of women who had not had a hysterectomy was the same

in the two age groups (18–49 and 50-69) then the resulting increase in screening

rates would be the same for each: 1.0%, given that all the other estimates were

as stated above. However, the hysterectomy rates in the age groups 20–49 and

50–69 were 7% and 33%, respectively (Karen Gillham, personal communication,

2001; 1997 NSW Health Survey). This resulted in expected screening rate

increases for the age groups 20–49 and 50–69 of 1.1% and 0.8%, respectively.

Sample selection

Households were randomly selected in proportion to the postcode population

from the intervention postcodes using an electronic version of the telephone

White Pages215. The sampling program is shown in Appendix Section E.1. Due

to rounding approximations the sampling program selected 19,994 households

rather than 20,000. The sample details by postcode are shown in Table 7.1.

Figure 7.3 shows the selected postcodes. The extent of the SLAs in the

Hunter area has been overlaid as a grey shadow. All but one of the selected

postcodes at least partly overlap the Hunter SLAs; the postcode 2787 appears
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Table 7.1: Intervention and control group assignment, num-
ber of eligible women, Index of Socio-Economic Disadvan-
tage, and number of selected households for selected post-
codes.

Postcode Assignment Womena SEDb Sample Size
2259 Intervention 14181 981 4954
2264 Control 3025 984
2267 Intervention 807 975 373
2286 Control 1061 996
2290 Intervention 10132 1002 4155
2292 Intervention 509 923 349
2293 Intervention 576 826 280
2294 Control 490 750
2295 Control 1567 928
2296 Control 419 801
2297 Control 426 876
2298 Intervention 2853 951 1336
2299 Intervention 3107 946 1561
2305 Intervention 3634 1033 1828
2307 Control 1100 983
2311 Intervention 349 1015 167
2315 Intervention 2613 957 1957
2328 Intervention 794 1026 290
2329 Intervention 569 1005 326
2333 Intervention 3583 997 1630
2336 Intervention 647 1021 327
2338 Control 461 973
2339 Control 188 1022
2340 Control 12339 1002
2343 Control 1563 1004
2420 Control 1420 1009
2421 Control 278 1057
2423 Intervention 949 964 461
2787 Control 1611 1034
2850 Control 4281 972

a Number of women aged 18–69 in each postcode.
b Index of socio-economic disadvantage.
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distant from the others. This resulted from a data error found at a later time

in the NLI295. This postcode was omitted from the analyses.

7.3.4 Procedure

Approval was obtained for this study prior to commencement from the Univer-

sity of Newcastle Human Research Ethics Committee (HREC) and Hunter Area

Research Ethics Committee (HAREC).

Participant instruction

Information letters printed on letterhead stationery and addressed to the name

identified from the telephone directory were posted using DL-sized∗ envelopes

with the institution details (Hunter Centre for Health Advancement (HCHA),

Hunter Health, and The University of Newcastle) plainly marked, one week be-

fore the first call. The letters (Appendix Section E.2) were in English since

only 4.0% of the Hunter Statistical Division population speak another language

at home208. The letters (Figure E.1 of Appendix Section E.2) explained the

project aims, stated that each household would receive an IVR call about cervi-

cal screening, and that participation would be voluntary. An information sheet

(Figure E.2 of Appendix Section E.2) was included giving instructions about

using the system. No remuneration was offered.

Participant recruitment

The Generalized Electronic Interviewing System (GEIS) running on the Record-

ed Voice System (RVS) (The RVS is defined in Section 3.4.2 of Chapter 3)

∗Envelope size 220 x 110mm.
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Figure 7.3: Postcodes selected overlaid with statistical local areas of the Hunter
region.
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initiated calls to households. When a call was answered, GEIS played an in-

troductory message and then asked the person to press key ‘5’, although any

key actually sufficed. If no key press was detected after three repetitions the

system thanked the person and hung up. Otherwise GEIS described the survey

purpose before asking if there were any women aged 18–69 in the household.

Since there may have been more than one eligible woman in the household, it

asked to speak to the woman with the most recent birthday209. If the current

time was not convenient or the woman was unavailable GEIS explained it could

call back the next day at the same time or some other time of the woman’s

convenience. Self-identified businesses were recorded as out of scope. GEIS dis-

tinguished answering machines from genuine individuals by the length of the

salutation:

“Hello?”

“Hello, we’re not in at present. . . ”

Brief intervention

In the pilot (Chapter 6) an IVR brief intervention was conducted in the Cess-

nock SLA as part of a community-based intensive awareness campaign of which

an IVR message was a component (Section 6.3.4 in Chapter 6). In this trial the

IVR message as a brief intervention was evaluated alone. The IVR interven-

tion consisted of calls made by GEIS to households in intervention postcodes.

Households in control postcodes did not receive telephone calls or letters.

As with the pilot, the intervention was developed in discussion with the cer-

vical screening coordinator. There was no follow-up Computer-Assisted Tele-

phone Interview (CATI) because the acceptability of the method had already
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been examined as described in Chapter 6.

GEIS conducted the following sequence of operations:

1. Explained the nature of the call;

2. Identified if women aged 18–69 were present;

3. Selected one eligible woman;

4. Determined her screening status;

5. Delivered a message that either congratulated her on being correctly screen-

ed, a message of encouragement if she was under-screened, or another

message appropriate to her status;

6. Offered to deliver additional messages designed to counter common barri-

ers to screening (Cost, Discomfort/Fear of pain, Embarrassment, Fear of

finding cancer, and Lack of time)

7. Offered to provide additional information on cervical screening and cancer

(Lack of knowledge of cancer, Lack of knowledge of test, and Limited access

to medical services);

8. Offered to read out contact numbers and an Internet address where she

could obtain more information;

9. Offered to arrange for someone to ring her back if she still had questions;

and then

10. Offered to record a question the woman may wish answered by the per-

son making the call-back (the Hunter Cervical Screening Coordinator

(HCSC)).
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Health Insurance Commission (HIC) data

Population data was used rather than self-report to avoid a social desirability

bias, inaccurate response, or sample bias247,288. Cervical screening statistics

were obtained from the HIC. The HIC makes available statistics from the

Medicare Benefits Scheme on the items in the Medicare Benefits Schedule, in-

cluding cervical screening services, by demographic variables, such as age, and

geographic variables, such as postcodes. The HIC data has previously been

found to account for 90% of cervical screens in NSW338 and has been found to

be accurate when compared to other data sources247. The HIC does not record

tests taken by non-Medicare providers (community centres, health nurses, and

public hospitals)253, but this was not expected to be important in this study

since there was no reason to suppose that the efficacy of the IVR method would

be associated with screening location.

Data request protocols were prepared for submission to the HIC as shown in

Appendix Section E.3. The HIC statistics consisted of monthly summaries of the

numbers of cervical and vaginal smears from the postcodes in the intervention

and control groups for women whose previous screening had been within the

last year, between one and two years ago, more than two years ago, or who had

no previous screening record. The report period spanned six months prior to

and following intervention: October 2000 – January 2002.
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7.3.5 Apparatus

Equipment

The equipment used was the same as in Chapter 5. Voice recordings were spoken

in English by a single female staff member.

Software

The IVR system was implemented using GEIS (see Chapter 3). Answers to

questions were provided by selecting one of a set of options, entering a number

or date, or entering an open-ended response. If the woman chose to record a

question for later follow-up, this was recorded as a file on the RVS’s hard disk

and also sent as an e-mail attachment to the HCSC. For numeric answers, abso-

lute and reasonable limits prevented range errors. Invalid responses triggered an

appropriate message. After three repetitions of an item, a non-response caused

GEIS to hang up and record a refusal. Women could refuse to answer a partic-

ular item and if they wished they could return to earlier questions and modify

their answers.

7.3.6 Measures

Script

The script for the system is shown in Supplementary Materials Section 7.1 and

was almost the same as the pilot script (Supplementary Materials Section 6.1).

Minor changes were made to address problems identified in the pilot: the sensi-

tivity of age and attrition through the message. In the pilot, the participant had

been asked to enter her exact age. This was changed so that she needed to only
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nominate an age group (<18, 18–49, 50–69, ≥70). Those items that appeared

to increase attrition in the pilot script were reworded to remove wording that

might suggest the message had ended prematurely.

The script handled all aspects of the call, including initiating the interview,

identifying an eligible woman, delivering the message, providing information,

and offering to arrange for a call-back. If the woman indicated she wanted a

call-back she was asked if she wanted to record a question to be answered. This

was done using an open-ended question which allowed a message of up to thirty

seconds to be recorded. After the interview terminated, GEIS generated an e-

mail that was sent to the Hunter Cervical Screening Coordinator (HCSC). If a

question had been recorded, this was included with the e-mail as an attachment.

The HCSC was a local staff member responsible for cervical screening promotion

in the Hunter region.

Domains

The script (Supplementary Section 7.1) contained domains concerned with Pap

status, barrier messages, demographic items, information items, and contact

numbers.

In the Pap status domain, the woman’s cervical screening status was deter-

mined using the same method as in Chapter 6 (see Figure 6.1 in Chapter 6).

Those women who completed the Pap status domain were classified as either:

• Less than 18 years old;

• Over 70 years old;

• Not had sexual intercourse;
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• Had a hysterectomy;

• Under-screened;

• Correctly screened.

If the woman was under-screened, a series of messages were offered that

addressed known barriers to screening (Cost, Discomfort/Fear of pain, Embar-

rassment, Fear of finding cancer, and Lack of time). The demography domain

included questions on education, marital status, country of birth, aboriginality,

employment status, and income. The information messages domain included

messages covering a range of topics concerning additional barriers to screening

(Lack of knowledge of cancer, Lack of knowledge of test, and Limited access to

medical services). In the contact numbers domain were messages about num-

bers to ring for more information, as well as an opportunity to have someone

call back.

7.3.7 Analysis

Participation rates

The last item that was played was used to determine where each woman dropped

out or if they completed the whole message. A participant was counted as

listening to a domain if they had reached the last item in that domain, or

had begun the domain but had validly skipped the remaining items because

they were not relevant. The participation rates were then tabulated for each

completed domain of the IVR message by using Equation 5.5 of Chapter 5.
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Demography

Demographic variables (age, education, marital status, country of birth, aborig-

inality, employment, income) were tabulated. Since the ABS Census estimates

represent population level data, the demographic variables’ profiles were com-

pared to 1996 ABS Census profiles208 using chi-square goodness-of-fit tests225

after classifying the variable levels.

Ages of participants were classified into the groups 18–49 and 50–69. Where

participants refused to give their age the data were not included in calculations

involving age. For Education, the levels no education, primary school, and

secondary school were collapsed to school or none to ensure sample sizes were

at least 20 per level. Also because of small category sample sizes, the levels

of income were collapsed to less than $30,000, and $30,000 or greater, which

produced roughly equal frequencies.

Efficacy

Although this study attempted to encourage screening in under-screened women

aged 18–69, data sources for screening rates only reported on women aged 20–

69. To ensure consistency with other data sources, cervical screening rates

for the age groups 20–49 and 50–69 were calculated. As previously mentioned

(Section 7.3.3), the effect was defined as the change in the screening rate in

intervention postcodes compared to control postcodes following the intervention.

The effect was separately calculated for women who had been screened within

the previous two years, more than two years previously, and not previously

screened. If the intervention was efficacious, the screening rate was expected to

increase in the intervention postcodes, while no such increase was expected in
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the control postcodes. To adjust for existing screening rate differences between

the control and intervention postcodes, the differences in pre-intervention period

counts of the two groups was subtracted from the post-intervention change. The

cumulative change for each month following intervention is referred to herein

as the effect. The effect for month j following intervention was calculated as

shown in Equation 7.3.

Ej =
1
15

15∑
p=1

{
1

NIp

(
+j∑

i=+1

SIpi −
−j∑

i=−1

SIpi

)
− 1

NCp

(
+j∑

i=+1

SCpi −
−j∑

i=−1

SCpi

)}

(7.3)

where: Ej = effect for month j,

j = 1 . . . 6,

i = −1 . . .− 6 months prior to intervention,

p = postcode,

NCp = number of eligible women for the pth Control postcode,

NIp = number of eligible women for the pth Intervention postcode,

SCpj = number of screens in month j for the pth Control postcode, and

SIpj = number of screens in month j for the pth Intervention postcode.

The effect was plotted by month. The effect was compared to other cervical

screening intervention studies identified in a literature search conducted for

articles published between 1988–2001 using the electronic databases Psycinfo14,

Medline15, Sociofile16, and Health Reference Center17, with the search terms

“vagina$ smear$, pap test$, (papanicolaou adj2 (smear or test$)), (cervical adj2

(smear or screen$)), pap smear, intervention$”.
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Cost per additional screen

The cost per additional screen was calculated by dividing the accumulated call

cost by the number of additional screens expected in the sampled households.

An additional calculation was made for a hypothetical sample that only included

unscreened women aged 50–69 who had not had a hysterectomy. The cost per

additional screen was compared to those studies identified in the above literature

search that reported screening cost.

7.4 Results

The IVR system was active between April–July 2001 and made a total of 28,087

calls.

7.4.1 Participation rates

Of the 19,994 numbers in the sample 2297 were not rung. These included three

that were excluded due to prior notification that they were not households,

2055 after information letters were returned, 119 due to prior refusals by letter

or telephone, 35 due to notification of the death of the recipients, and 85 due to

technical difficulties. This left 17,697 numbers. Of these, 533 were disconnected

lines and 156 were fax machines, leaving 17,008 numbers.

As indicated in Table 7.2, a total of 1795 ÷ 17, 008 = 11% households lis-

tened to the entire IVR message, 2253÷ 17, 008 = 13% listened to at least the

Pap status domain. The participation rates varied significantly between post-

codes for the Pap status domain (χ2=78.0, df=14, P<0.01, n=17,008), barrier

messages domain (χ2=83.6, df=14, P<0.01, n=17,008), demography domain
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Table 7.2: Participation rates by last domain completed and post code, and in comparison
to the Cessnock pilot.

Postcode Domain (%) All (%)
Pap statusa Barrierb Demographyc Informationd Contacte

2259 14 13 13 12 11 10
2267 10 10 10 10 9 9
2290 16 16 15 14 13 13
2292 9 8 8 8 7 6
2293 7 7 7 7 6 6
2298 13 12 12 11 10 10
2299 9 9 9 8 8 7
2305 10 10 9 9 8 8
2311 11 11 11 10 10 10
2315 11 11 11 10 9 8
2328 18 18 17 17 16 14
2329 13 13 13 13 12 11
2333 12 12 11 11 10 9
2336 15 15 14 14 12 11
2423 14 14 13 13 12 11
n 2253 2226 2133 2017 1880 1795
Pilotf(%) 15 15 14 11 - 11
a Pap status domain.
b Barrier messages domain.
c Demography domain.
d Information messages domain.
e Contact numbers domain.
f Cessnock Pilot (Chapter 6).

(χ2=77.7, df=14, P<0.01, n=17,008), information messages domain (χ2=77.3,

df=14, P<0.01, n=17,008), contact numbers domain (χ2=76.5, df=14, P<0.01,

n=17,008), and for the whole message (χ2=75.0, df=14, P<0.01, n=17,008).

Compared to the domains that were used in the Cessnock pilot, the rates

were lower for the Pap status domain (Fisher’s exact test, χ2=12.4, P<0.01,

n=22,129), barrier messages domain (Fisher’s exact test, χ2=9.8, P<0.01, n=22,129),

and demography domain (Fisher’s exact test, χ2=12.4, P<0.01, n=22,129), but

did not differ for the information messages domain (Fisher’s exact test, χ2=0.9,

P=0.79, n=22,129) and overall (Fisher’s exact test, χ2=2.1, P=0.15, n=22,129).
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Table 7.3: Age, education, marital status, country of
birth, employment status, and household income of lis-
teners to the IVR message compared to the ABS census.

Variable N % ABS P Valuea

Age <0.01
18–49 968 55 69
50–69 800 45 31

Education <0.01
School or none 1000 58 75b

Vocational 441 26 9
University 292 17 16

Marital status <0.01
Divorced / Separated 155 9 9b

Married / de facto 1387 80 59
Never married 92 5 28

Widowed 94 5 5

Country of birth
Australia 1539 89 87 0.18

Employment <0.01
Employed 650 38 50b

Unemployed 85 5 5
Not in labour force 970 57 45

Household income 0.18
$0–$29,999 463 45 47c

a Chi-square goodness-of-fit test comparing sample proportions
to ABS profiles.

b Females aged 15–69.
c All females.

7.4.2 Demography

As shown in Table 7.3, the demographic composition of participants to the IVR

message differed from the 1996 Census208 on most variables. Compared to the

ABS data, the sample over-represented older women (50–69 y.o.), those with

post-school qualifications, and married women.
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Figure 7.4: Effect (change in the screening rate following the intervention in
intervention postcodes compared to control postcodes) by month and screening
status for women aged 20–49 years.

7.4.3 Efficacy

At three months, an overall increase of 43 per 104 women (0.43%) screens oc-

curred in the intervention postcodes compared to the control postcodes. How-

ever, the change in screening rates depended on the age and previous screening

status of women. The change in screening rates is shown in Figure 7.4 for women

aged 20–49, and in Figure 7.5 for women aged 50–69.

As shown in Figure 7.4, the screening rates for women aged 20–49 who

had not had a previous screen increased in intervention postcodes compared to

control postcodes for at least six months following intervention. However, the

rates for women who had been previously screened decreased.

As shown in Figure 7.5, by the third month the rates for all women aged
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Figure 7.5: Effect (change in the screening rate following the intervention in
intervention postcodes compared to control postcodes) by month and screening
status for women aged 50–69 years.
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50–69 increased. The maximum increases occurred at four months for women

screened more than two years previously, and six months for those without a

previous screen.

As shown in Table 7.4, the maximum effect for all women aged 20–49 of 16

additional screenings per 104 women (0.16%) occurred at two months following

intervention, while the maximum for women aged 50–69 of 135 per 104 women

(1.35%) occurred at six months.

The efficacy was defined above (Section 7.1) to be the proportion of under-

screened women who listened to the IVR message and who were subsequently

screened. The assumed efficacy was 50% and the target screening rate increase

at three months for younger women was 1.1% (Section 7.3.3). Using the observed

increase in the unscreened younger women at three months of 0.81% (Table 7.4),

the efficacy was determined to be 37% = 0.81% × 50% ÷ 1.1% (Section 7.3.3).

Since the rate for the younger women screened more than two years ago did

not increase, the efficacy for this group was zero. For the older women, the

target increase was 0.8% and the observed increase was 1.34% for the unscreened

women and 0.49% for women screened more than two years ago. The efficacies

for these two groups were 84% = 1.34%×50%÷0.8% and 31% = 0.49%×50%÷

0.8%, respectively.

7.4.4 Cost per additional screen

As noted in Chapter 6, the cost of hardware and software development could

be disregarded as these were capital expenditures and would not normally be

associated with a single project. The cost of printing, packaging, and posting

the information letters were relevant to this project, but might not necessarily
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Table 7.4: Effect per 104 women by age group, previous
screening, and effect perioda.

Month 20–49 Yr.
L.E. 2 Yr.b G.T. 2 Yrs.c None Previousd All

1 -26 -84 61 -18
2 7 -40 92 16
3 -14 -39 81 5
4 -76 -87 39 -46
5 -83 -81 25 -51
6 -6 -46 109 14

50–69 Yr.
L.E. 2 Yr. G.T. 2 Yrs. None Previous All

1 13 -74 -54 -36
2 4ns -21 -13ns -18
3 76 50 133 75
4 109 96 107 103
5 167 73 181 128
6 297 -26 189 135

a ns=Not Significant; t-test for H0: Effect=0.
b Women screened within the last two years.
c Women screened more than two years ago.
d Women not previously screened.

occur in an IVR intervention. The remaining cost was for call charges. The

details of the cost calculation are shown in Table 7.5. The cost calculation in

the table uses the additional number of women screened in the sample.

The cost per additional screen was $388.23. If the sample had been pre-

selected to only consist of unscreened women aged 50–69 who had not had a

hysterectomy then the cost per additional screen would have been $34.29.

7.5 Discussion

7.5.1 Participation rates

The proportion of women who listened to at least part of the IVR message was

13%, slightly less than in the Cessnock pilot, although the two rates did not differ



CHAPTER 7. IVR BRIEF INTERVENTION: RCT 254

Table 7.5: Calculation of cost for the IVR brief intervention.

Item n $
Number of telephone callsa 28,087
Telephone unit call cost 0.33
Telephone cost 9186.24

Case I: random household selectionb

Number eligible 5633
Number of additional screeningsc 56
Cost per screening (tel. cost) 388.23
Cost per screening (total cost) 980.23

Case II: preselecting women aged 50–69 requiring a Pap testd

Number eligible 19,994
Number of additional screeningse 624
Cost per screening (tel. cost) 34.29
Cost per screening (total cost) 86.57
a Number of calls for a sample size of 19,994 households.
b A random sample of households contain women who are aged 20–69

(85%), without a hysterectomy (85%), and unscreened (39%).
c Assume 0.42% additional screenings are expected with IVR.
d All households in the sample contain women who are aged 50–69, with-

out a hysterectomy, and unscreened.
e Assume 1.34% additional screenings are expected with IVR.
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significantly. The rates differed from the Cessnock pilot for some domains, but

since the rates also differed between postcodes this difference can be attributed

to regional variation. The overall rate of 13% confirmed the conclusion reached

in Chapter 6 that cold-calling using IVR does not allow large proportions of a

population to be accessed. Many individuals continued to drop out progressively

through the message, although 77% were retained overall, compared to 73% in

the Cessnock pilot.

7.5.2 Demography

As in Chapter 6, the demographic composition of listeners to the IVR message

differed from the 1996 ABS Census208 on most variables. However, the previous

chapter also concluded that those more at risk were more likely to listen to the

IVR message. This conclusion is supported by the greater representation and

effect noted in this study in the 50–69 age group.

7.5.3 Efficacy

The literature search identified a number of studies that described cervical

screening interventions. These studies are listed in Table 7.6. Many of these

studies254,278–280,283,289,339–350 compared pre-intervention and post-intervention

rates at distinct times.

A strength of this study was that the intervention dates for the postcodes

were generally staggered, which minimized the effect of any possible external

phenomena such as unrelated or unknown screening campaigns. Many of the

studies280,343–350 identified in the literature search lacked validly replicated de-

signs. By contrast, this study used multiple postcodes that were randomly
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Table 7.6: Methods used, effects, and effect determination methods observed in
cervical screening intervention studies.

Study Methoda Effectbc O.D.M.d Notee

Hyndman et al.351 1, 5, 6 4.4ns, 8.9, 13.6 3
Jenkins et al.346 3 0.0ns 4
Paskett et al.343 3 21.0 4 2.
Suarez et al.350 3 5.4–6.2ns 4
Suarez et al.347 3 -0.7ns 4
Hancock et al.283 3 1.2 2
Allen et al.341 4 2.8ns 4
Gotay et al.348 4 2.0 4
Margolis et al.340 4 12.9 3
Sung et al.342 4 -2.0ns 4
Whitman et al.344 4 36.0 3
Byles and Sanson-Fisher279 5 not reported 2
Del Mar et al.339 5 4.0ns 1
Buehler and Parsons352 5 0.9ns 1 4.
Somkin et al.353 5, 2 10.3, 13.7 3
Byles et al.280 5, 11 3.1, 2.9 2 1.
McDowell et al.354 6, 1, 12 -0.7ns, 8.9ns, 2.4ns 3
Shelley et al.349 7 30 2
Mitchell et al.289 7 6.7 1 1.
Byles et al.254 7, 5 (28, -14ns, 24),

(28ns, 11ns, 54) 4 3, 5.
Mandelblatt et al.345 8 32.7 3
Ward and Proude355 8 -28.0ns 4
Bowman et al.278 9, 6, 10 1.6ns, -0.5ns, 12.7 2
Lantz et al.356 10, 12 17.9 2
Yancey et al.357 13 4.3–7.5 3
Burack et al.358 14, 1 1.0ns, 1.0ns 3
a 1=chart reminders, 2=chart reminders & information letters, 3=community intervention,

4=health workers, 5=information letters, 6=invitation letters to attend a specific clinic,
7=media, 8=nurse-delivered intervention, 9=pamphlets, 10= physician letters, 11=prompt
cards, 12=telephone calls, 13=video, 14=reminder letters for regular screening.

b Effect corresponding to each listed method expressed as percentage change in screening
rates.

c ns=No significant change.
d Outcome Determination Method: 1=Cytology registry, 2=Medical insurance claims,

3=Medical records, 4=Surveys.
e 1=effect expressed as change over 3 months, 2=effect expressed as change over 3 years,

3=effect expressed as relative changes, 4=effect change restricted to unscreened women,
5=effect reported for 3 different locality types.
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assigned to the control and intervention groups and which were not necessarily

geographically close. Lastly, unlike many other studies, this study used health

service data rather than self-report254,341–343,346–348,350,355.

These aspects of the design were likely to have increased the reliability of the

efficacy estimate. However, the efficacy was obtained by comparing the expected

and maximum observed screening rates. This was an indirect calculation that

involved several quantities each of which had some unknown degree of error

(Section 7.3.3). Therefore, the estimated efficacy was an approximation to the

actual efficacy.

Many of the effects reported by the studies in Table 7.6 were non-significant

and the remainder were variable in magnitude with the largest being 36%. The

variability arose from the variety of methodologies used and also because some

were changes in screening rates amongst samples while others were of popula-

tions. A number of different intervention methods were used, but there was

no clear indication that particular methods were more efficacious than others.

There was also no clear difference between those studies that determined the

effect using self-report and those using an objective measure, such as a cytology

registry, medical insurance claims, or medical records.

The results of this study suggested that some of the variability in the effect

observed in the listed studies might have occurred due to differential response by

age and screening status. To investigate this, the studies were further examined

for age and screening status effects.

As shown in Table 7.7, few studies provided indications of age and screening

status effects. Apart from Bowman et al.278, larger effects were reported for the

older age groups, which is consistent with this study. Three studies reported
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Table 7.7: Age effects, screening status effects, and cost per additional screen observed
in cervical screening intervention studies.

Study Age Effecta Screening Status Effectb Cost per screening
351 14.75, 45.35, 48.21c

343
{

< 65: OR = 1.0
≥65: OR = 1.9

347





40–49: −15
50–64: 1
65–69: 11

283 Screening increases were
observed for
under-screened women, but
none for correctly-screened
women.

340
{

40–59: 9
≥ 60: 18 Screening increases were

observed for
under-screened women, but
none for correctly-screened
women.

750.00d

352
{

< 40: 0
≥ 40: 10

353
{

20–49: 11, 13
50–64: 9.0, 5.1e

354 12.34, 14.23, 11.26f

349 Those not screened within
previous two years
increased by 50%.

278





18–34: 3.62
35–54: 1.10
55–70: 1.00

a Age groups with effects expressed as percentages, except where indicated otherwise.
b Effects for specific screening status groups.
c Cost ($AU) of chart reminders, invitations, and appointment letters.
d Cost ($US) of staff salaries.
e Effects for letters and chart reminders, respectively.
f Cost ($CAN) of reminder calls, chart reminders, and telephone calls.
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Table 7.8: Estimated percentage effect
rates for varying efficacy and listening
percentages.

Efficacy Percentage Listening
15%a 50% 75% 100%

22%b 1 3 4 6
50% 2 6 10 13
75% 3 10 14 19
100% 4 13 19 26
a,b Observed values.

an interaction between effect and previous screening status in which a larger

effect was observed for under-screened women. This study found that the effect

on under-screened women depended on their ages, with older women showing

a positive change and younger women screened more than two years previously

showing a negative change. These results suggest that cervical screening inter-

ventions should be customized for different age and screening status groups.

Apart from the variability of the effect reported by the listed studies, it was

also noted that increases in screening magnitude were larger than in this study.

However, the effect size obtained in this study was close to the pre-planned tar-

get value. The maximum possible effect may be obtained from the calculations

of Section 7.3.3. Of the listed variables only efficacy and the percentage of par-

ticipants are potentially modifiable. As shown in Table 7.8 both variables limit

the effect magnitudes that may be obtained and if the value of either could be

increased then the effect may be improved to a maximum of 26%. This limit

arises because the IVR method can only contact households with telephones,

and of those households, only some have eligible under-screened women who

have not had a hysterectomy.
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However, recontacting non-responding households at regular intervals may

increase the proportion of participants. This speculation is supported by the rise

in acceptability with increasing exposure to IVR technology found in Chapter 5.

The efficacy of letter interventions has been found to diminish with repeated

application279. Although this may also occur with an IVR intervention over

time, its novelty may still attenuate the fall in efficacy.

Another method of increasing the effect may be to combine IVR calls with

existing intervention methods that have been shown to be effective in encour-

aging women to have Pap tests. Three possible methods are discussed below:

1. Mass media campaigns254,289,349,359,360;

2. Community interventions283,318,343,344,361,362; and

3. Information and invitation letters278,280,353,356,363,364.

Media campaigns Media campaigns could be used to increase awareness of

an IVR call campaign beforehand. This might increase the percentage of

those listening to the calls. Byles et al.254 found a campaign involving

television media, letters and physicians increased cervical screening rates

in three rural areas. Alexander and McCullough359 found that mass me-

dia methods were more successful in increasing cervical screening among a

low income population of 85,029 women than posters and flyers. Mitchell

et al.289 found that the use of ethnic mass media increased cervical screen-

ing by 6.7% in postcodes with high proportions of non-English speak-

ers than postcodes with low proportions of non-English speakers. Byles

et al.360 found a television campaign resulted in a screening rate increase

of 5% in the intervention regions compared to the control regions. Shel-
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ley et al.349 found a 30% increase in screening rates in NSW following

a mass media campaign that was significantly greater than increases in

other states where the campaign was not run.

These studies indicate that it is possible to increase screening rates using

the media. If a media intervention were to be combined with an IVR

approach then the proportion of participants may potentially be increased.

This may occur if the media intervention explained the nature of the calls

so that they may be less confusing when received. As noted above, the

proportion of participants was a limiting factor in this study. While a

media approach may increase this proportion, the potential effect as shown

in Table 7.8 is still limited by the efficacy of the method. It can be seen

from Table 7.8, that if a media intervention resulted in 50% of eligible

women listening then the effect would still only be 3%.

Community interventions A community intervention approach used by Pas-

kett et al.343 produced an increase in screening of 21% in an interven-

tion city compared to a control city. In another community interven-

tion, Dignan et al.361 found a significant increasing screening trend in

an intervention county compared to a control county, and in the same

study, Michielutte et al.362 found a slight increase in follow-up of abnor-

mal smears for black women. Hancock et al.283 found a 1.2% increase

in screening rates following a community intervention in ten intervention

towns compared to control towns. In a pair of towns, a community inter-

vention reported by Whitman et al.344 resulted in a screening rate increase

of 36%.

The IVR study described in Chapter 6 was embedded within a larger
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community intervention318. This approach could be extended to provide a

more comprehensive package in which the IVR calls are highlighted by the

other intervention methods. For example an inbound IVR facility may be

advertised by meetings, flyers, and letters. Similarly, the use of outbound

calls may be explained before they are received. These approaches may

increase the proportion of participants. The use of an Internet web page

may also provide a novel approach for information provision that may be

integrated with other aspects of a community intervention, including an

IVR system to allow women to schedule calls and obtain other information.

Letter interventions There exists the possibility of combining an IVR call

with a letter approach. Bowman et al.278 found screening increased by

12.7% among women who were sent a letter by their physician compared

to a control group. A meta-analysis reported by Tseng et al.363 found a

pooled odds ratio that indicated that women who received a letter were

3.4 times more likely to rescreen than those who did not receive a letter.

Mitchell et al.364 found that women who received an invitation letter were

3.0 times more likely to screen than those not receiving a letter. Somkin

et al.353 found that women in a health maintenance organization receiving

letters were more likely to screen than those not receiving letters. Byles

et al.280 found screening rates increased by 3% in two postcode areas

following a mail campaign. A combination of letters and telephone calls

was used by Lantz et al.356 to increase screening rates by 18% among

clinic patients compared to control women.

In this study, the IVR method’s effect was of modest size, and even if

the efficacy and the percentage of participants were maximized, the effect
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would be no more than approximately 26% (Table 7.8). However, if the

method were to be combined with a letter approach that targeted risk

groups, such as identified older unscreened women, then these limitations

would not apply and the effect size could be larger. This may be done

by using existing databases currently used to mail letter reminders for

cervical screening appointments, such as are conducted by the Pap Test

Register (PTR) and which already store the womens’ ages and screening

statuses. An IVR call may also reach those women who move but retain

their telephone number.

7.5.4 Cost per additional screen

Of the studies listed in Table 7.6, four studies reported cost, but only the three

studies shown in Table 7.7 reported the cost per additional screening. The three

studies all involved increasing screening among clinic patients and so are difficult

to compare to this study. The cost for the study by McDowell et al.354 was

adjusted for inflation through to 2001 for Canadian dollars† and then converted

to Australian dollars‡. The cost for the study by Margolis et al.340 was adjusted

for inflation through to 2001 for United States dollars§ and then converted to

Australian dollars¶. The cost for the study by Hyndman et al.351 was already

in Australian dollars, but was adjusted for inflation through to 2001‖ dollars.

The adjusted costs are shown along with this study’s cost in Table 7.9.

The cost reported by McDowell et al.354 and Hyndman et al.351 were less

†Using rates from http://www.bank-banque-canada.com.
‡Using rates from http://www.rba.gov.au.
§Using rates from http://minneapolisfed.org.
¶Using rates from http://www.rba.gov.au.
‖Using rates from http://www.abs.gov.au.
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Table 7.9: Cost per additional screening for cervical screening methods
identified in literature search studies compared to this study.

Intervention Method Cost per screening for each studya

Study: 351 354 340 This Study
Chart reminders 16.01 17.79
Information letters 49.22
Invitation letters 52.33 15.43
Telephone calls 14.08
Lay advisors 1290.00
IVR (Case I)b 388.23
IVR (Case II)c 34.29
a Converted to Australian dollars and adjusted to 2001 Values.
b,c Case I and II are defined in Table 7.5.

and the cost reported by Margolis et al.340 exceeded the cost of this study

(Case I in Table 7.9). The cost reported by McDowell et al.354 included pre-

paid reply envelopes and follow-up letters, and Hyndman et al.351 included Pap

test collection, McDowell et al.354 and Margolis et al.340 reported staff salary

cost. The comparison studies all involved promoting cervical screening among

women attending a clinic. This allowed the intervention to be directed only

to specific women due for a Pap test, unlike in this study where calls were di-

rected to households. Case II in Table 7.9 shows the cost that would have been

obtained in this study for screening an identified risk group: older unscreened

women without a hysterectomy. This cost favourably compares to the other

studies, which suggests that the IVR method should be used to target identified

individuals. For example, it may be speculated that IVR interventions may eco-

nomically replace or complement existing letter reminders for cervical screening

appointments, such as are conducted by the Pap Test Register (PTR).
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7.6 Conclusions

One of the aims of this study was to increase cervical screening by a nominal

1.0%. This was partly achieved with an increase of 0.43% overall, but an increase

for older women of 1.34%. This was a desirable outcome since older women

are considered to be an at-risk group240. While 37% of unscreened younger

women, 84% of older unscreened women, and 31% of older women screened

more than two years previously appear to have been prompted to screen by the

IVR message, the increases in screening rates were modest and were limited by

the proportions of eligible under-screened women without hysterectomies who

might be contacted by ringing households at random. The same factor also

resulted in a considerable cost per additional screen.

The overall conclusion was that the IVR method obtained an increase in

screening rates when directed towards risk groups, such as under-screened older

women, but that a means was required of identifying these women in advance in

order for this to be done economically. The use of a cervical screening register,

such as that operated by the PTR, would be one means by which these women

could be located. By linking an IVR system to the PTR cervical screening

register it would be possible to directly and economically contact women, and

provide an efficacious complementary approach to the existing letter reminder

system.
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Appendix A

Appendix for Chapter 3

A.1 GEIS compiler steps

The principal actions taken by the compiler are described below in the order in
which they were carried out by GEIS. Not all steps necessarily applied to every
script. If errors were found then the compiler exited.

The compiler steps were:

1. The current data sets were saved, if they existed;

2. The script text file was checked for non-text characters;

3. A check was made to ensure that required variables were present in the
CONFID data set;

4. The FORMATS.SAS files were processed to create the GEIS and project
formats∗;

5. The CALLS, CONTROL, and PROTECT data sets were created;

6. Any DO loops in the script were expanded;

7. The ANSWERS, PROTECT and COMBRESP data sets were created;

8. A series of checks were made using the SCRIPT data set:

• Required variables had to be present;

• Item names had to be valid and not duplicated;

• Item options had to have acceptable values for each item type;

• Any external data set referenced by the script had to exist. It also
had to contain an ID variable and other referenced variables;

• The location nominated to hold IVR voice recordings existed;

• SAS formats and informats† had to have valid names;

9. Any automatic item formats were created;

∗Formats are used in SAS software to define the output appearance of data values.
†Informats are used in SAS software to define how data values should be read in.
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10. All variables in the ANSWERS, PROTECT and COMBRESP data sets were
created;

11. The AUTOCALL data set was created;

12. The SCHSTR variable in the CONTROL data set was created;

13. All cases with valid ID values were merged from the CONFID data set to
the CONTROL, ANSWERS and PROTECT data sets;

14. Required variables were copied from CONFID to CONTROL;

15. Distances were inserted into the CONTROL data set;

16. Variables in the INTRVS data set were initialized;

17. For all LINK items, data from variables in external data sets were im-
ported into the ANSWERS data set;

18. For each MAIL item, e-mail address information was imported to the
ANSWERS data set;

19. SPSs were analyzed for syntax errors;

20. All script item information were stored in the DEFINIT catalogue;

21. For IVR scripts:

• The PHRASES data set was created if it did not exist;

• The PHRASES data set was updated with STANDARD data set phrases;

• Item key words were added to the PHRASES data set;

22. For the script, the compiler checked:

• The first item was of type TITL and only one TITL item was de-
fined;

• The item names were valid, not missing, and unique;

• All secondary variable names were valid, not missing, and unique;

• All STAT items did not precede items that modified survey data;

• It was possible to reach each item from an earlier item;

• All SPSs only referred to previous items and not later ones, or non-
existent ones;

• There were no self-references in the SPSs;

• For LVLC items, all referenced items had to exist, and were of types
CHCE or MULT, and each CHCE or MULT had the nominated
levels listed in the LVLC item;

• For all CHCE and MULT items the option codes were unique, not
missing, and were numeric;

• For MULT items, the maximum number of choices did not exceed
the number of options;
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• Data sets and variables referred to by LINK items existed and im-
ported data was within specified absolute limits;

• Data sets and variables referred to by external update links existed
and the syntax of the ID-matching specification was valid;

• CBDT items did not follow CBTM items;

• The default ring-back time was set for CBTM items;

• For the TABL type, the overall absolute upper limit was not less
than the overall absolute lower limit;

• For the TABL type, the maximum number of rows that could be
selected did not exceed the actual number of rows;

• For absolute limits set on individual rows of the TABL type, the
upper limit was not less than the lower limit;

• For the NUM type, the absolute upper limit was not less than the
absolute lower limit;

• For the NUM type, the upper value of the reasonableness limit was
not less than the lower value;

• For the NUM type, the reasonableness limits were contained within
the absolute limits;

• The last item in the script was not of type: TIME, LINK, NULL,
CALC, or STAT;

• STAT items were defined for at least the ‘CQ’ status code;

• The GEIS formats were defined;

23. For IVR, the compiler checked:

• The maximum repetition count was defined for relevant items;

• The settings for CALL and HUP items were valid;

• The voice recording location could be found;

• The key code values for CHCE and MULT items were unique and
not missing;

• The IVR keywords for each CHCE items were unique, not missing,
and defined;

• If an INFO item appeared last, the WAIT or PAUSE options were
not set;

• If an INFO item had the RESP option set, the response and non-
response codes were also set;

• If an OPEN item was set, the recording location existed;

• The CALL, HUP, CBTM, and CBDT items were used;

24. The local data sets were created: LOCALANS, LOCALCTL, LOCALCNF,
and LOCALPRT; and

25. Existing data were merged, if requested, by matching on ID.
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Figure A.1: Hardware set up.

A.2 IVR equipment

To connect to the Public Telephone System a voice card was installed within
the computer as illustrated in Figure A.1. A Dialogic r© D/41H voice card was
used allowing 4 lines to be connected. Visual Voice software allowed access to
the voice card drivers.

A.3 Interview STATUS variable codes

A number of codes were used by the STATUS variable to monitor the state of
interviews. A full list is given in Table A.1 although not all codes had to be
used in any particular project. The STATUS variable codes were defined by the
FORMATS.SAS file shown in Supplementary Materials Section 3.2.

A.4 The GEIS call-scheduling algorithm

The GEIS call-scheduling algorithm (Figure 3.13 of Chapter 3) was embedded
in a loop that contained a series of checks. Each check consisted of applying a
SAS WHERE statement to the CONTROL data set. To be selected, a case had
to have the:

• SELECTED variable set to one;

• ELIGIBLE variable set to zero; and

• START variable set to a time and date before the current time and date.
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Table A.1: A complete list of valid codes for the STATUS variable.

Status Meaning
‘AB’ Answering machine — business
‘AH’ Answering machine — household
‘AI’ Answering machine — household — no message left
‘AM’ Answering machine — general
‘AN’ Answering machine — household — message left
‘AO’ Answering machine — unknown if household
‘BG’ Business or Government
‘BI’ Business or Government — Institution
‘BQ’ Business or Government — Group quarters
‘CB’ Callback arranged
‘CE’ Callback — respondent eligible
‘CQ’ Completed questionnaire
‘CU’ Callback — eligibility unknown
‘D3’ Refused by third party or household
‘DF’ Dropped — friendly
‘DO’ Dropped part-way
‘DR’ Dropped before starting
‘DT’ Disconnected tone
‘DZ’ Dropped — other reason
‘ER’ Error condition
‘ET’ Engaged tone
‘FM’ Fax machine
‘IV’ Interview in progress
‘LR’ Letter returned — address unknown
‘NA’ No attempt made to contact
‘OS’ Out of scope — ineligible
‘OT’ Other reason for no contact
‘PD’ Phone difficulties
‘PQ’ Partly-completed
‘RB’ Respondent has call blocking
‘RD’ Respondent is dead
‘RE’ No eligible respondent
‘RI’ Respondent is incompetent
‘RL’ Respondent not English-speaker
‘RM’ Respondent has moved
‘RS’ Respondent is too sick to help
‘RT’ Ring tone
‘RV’ Respondent on vacation
‘TO’ Time out
‘UA’ Unable to complete interview (special)
‘UL’ Respondent unlocatable
‘UN’ No ring — strange noise
‘US’ No ring — silence
‘WF’ Call forwarding
‘WH’ Number changed — not a household
‘WN’ Number changed
‘WP’ Cell/mobile phone
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Each check in the loop then applied an additional test in addition to these
conditions. The first check in the loop tested for cases where the status was set
to ‘CB’. If there were no cases that matched this WHERE statement, the second
check was applied and tested for cases that had status ‘AM’ and which were last
rung some time ago. If there were still no cases that matched the WHERE
statement, the third check tested for non-contacted cases that were last rung
some time ago. Finally, GEIS checked for any unattempted cases, which were
those with the STATUS variable set to ‘NA’.

A.5 GEIS data sets and catalogues

There were a number of data sets and one catalogue used by GEIS. The DEFINIT
catalogue (Section A.5.1) was used to store all project settings as well as the
compiled version of the script. The DISTANCE data set (Section A.5.2) was
used to save distances from Newcastle to telephone exchanges in Australia.
The SCRIPT data set (Section A.5.3) was used to store the script after it was
imported.

There were five main data sets used to control interviews or collect inter-
view data: CONFID (Section A.5.4), CONTROL (Section A.5.5), ANSWERS
(Section A.5.6), PROTECT (Section A.5.7), and CALLS (Section A.5.8). The
COMBRESP data set (Section A.5.9) was used to collect data while an interview
was in progress.

There were also copies of four of the main data sets used to store data locally
on workstations during interviews: LOCALCNF, LOCALCTL, LOCALANS, and
LOCALPRT (Section A.5.10). These were used in conjunction with the COM-
BRESP dataset to allow automatic backups during an interview to guard against
power failures.

Most system events were stored automatically in the interviewing log: ILOG
(Section A.5.11).

For CATI scripts, interviewer log-in times were saved to the INTRVS data
set (Section A.5.12). For IVR scripts, voice recording information was stored in
the STANDARD and PHRASES data sets (Section A.5.13).

For the Hybrid method, the AUTOCALL data set (Section A.5.14) was used
to coordinate calls between the interviewers and the IVR system. Although the
Hybrid method is not discussed until Section 4.6 of Chapter 4, the AUTOCALL
data set is described in this appendix for completeness.

The catalogues and data sets are described in greater detail below.

A.5.1 The DEFINIT Catalogue

The DEFINIT catalogue stored project configuration as well as the compiled
script. Its structure is shown in Table A.2.

A.5.2 The DISTANCE data set

The DISTANCE data set contained the distances from Wallsend exchange to all
the telephone exchanges in Australia. It was created by the candidate using
Equation 3.1 of Chapter 4 and a list of the longitude and latitude of telephone
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Table A.2: The structure of the DEFINIT cataloguea.

Item Description
BACKUP Details of last backup
CALLSHED Stores call scheduling information
CONFSET Compiler options settings
DIAG Automatic flow chart storage location
EMAIL E-mail settings
IVR Control list used to control running IVR systems
SCRIPT The compiled script
SCRPINIT Initialization settings for the Script window
TREEINFO Summary information on the last compilation
a This is an example only.

Table A.3: The contents of the DISTANCE data set.

Telephone Prefix Telephone Exchange Latitude Longitude Distance
02422 Wollongong -34.425000 150.841667 187.128
02423 Kiama -34.638889 150.781944 211.012
024250 Wollongong -34.425000 150.841667 187.128
024251 Wollongong -34.425000 150.841667 187.128
024252 Wollongong -34.425000 150.841667 187.128
024253 Wollongong -34.425000 150.841667 187.128
024254 Wollongong -34.425000 150.841667 187.128
0242550 Helensburgh -34.200000 150.983333 158.971
0242551 Wollongong -34.425000 150.841667 187.128

a

a The rest of the file is omitted.

exchanges in Australia obtained from Telstra189. Only a fragment of the con-
tents of the DISTANCE data set is shown in Table A.3 since the actual file is
very lengthy.
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A.5.3 The SCRIPT data set

The SCRIPT data set was created when importing a script. Its structure is
shown in Table A.4. The data set contained the information used by the com-
piler. Each observation in the data set corresponded to an item in the script.
The SURVTYPE variable in the SCRIPT data set determined the interview mode.
Valid codes for the SURVTYPE variable are shown in Table A.5.

Table A.4: Structure of the SCRIPT data set.

Variablea Typeb Label
QTYPE Char Item type
SURVTYPE Char Survey type
VOXLINES Char IVR keyword
QNAME Char Item name
VNAME Char Variable name
SP Num Number of SPSs
QNLEVELS Num Number of CHCE or MULT levels
MAXMULT Num Maximum number of MULT level selections
NLINES Num Number of lines to display
NVARS Num Number of extra variables used by some item

types
NCALC Num Number of calculation statements used by

CALC type
PAUSE Num Delay in milliseconds for an IVR item to pause
NLOOK Num Number of previous and following items for

evaluating SPSs
REASMIN Num Reasonable minimum for numeric data entry

(NUM type)
REASMAX Num Reasonable maximum for numeric data entry

(NUM type)
ABSMIN Num Absolute minimum for numeric data entry

(NUM type)
ABSMAX Num Absolute maximum for numeric data entry

(NUM type)
DEFCBDT Num Default number of days when arranging a call-

back
STAT Num Level counted by LVLC item
QINFORM Char Item informat
QFORMAT Char Item format
JUMP Char Flags if CHCE item jumps ahead
MODULE Char Module name
SUBMODUL Char Submodule name
LABEL Char Item label
ARESP Char Add respondent flag
AUTO Char Automatic dialling flag

Table A.4 continued on next page.
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Table A.4 continued from previous page.
Variablea Typeb Label
NONAME Char Respondent name shown or hidden on screen
ENABLE Char Disable/Enable setting status by STAT item
RECLOC Char Location to store voice recordings
PATH Char Path to sub-script; path to AUTOCALL library
VARSTAT Char Statistic calculated by TABL item
STATUS Char Status code
AUXST Char Auxiliary status code
NOWAIT Char Controls behaviour of items in IVR surveys
CC Num MULT/CHCE input/output format
SELFPRT1–SELFPRT5 Char Self protection statements
LINE1–LINE50 Char Item question lines
QCODE1–QCODE50 Num CHCE/MULT option codes
QCHCE1–QCHCE50 Char CHCE/MULT option texts
VCHCE1–VCHCE50 Char CHCE IVR level keywords
MLTLB1–MLTLB50 Char MULT level label
CALC1–CALC50 Char CALC statement
LVAR1–LVAR50 Char Names of extra variables in CALC items
NLVAR1–NLVAR50 Char Linked variable new name in LINK items
LVARD1–LVARD50 Char Dynamic/Static flag in LINK items
VART1–VART50 Char Char/Num type in LINK items
DSNAM1–DSNAM50 Char Name of external data set in LINK items
QKEY1–QKEY50 Num IVR phone keypad numbers to be used
TABL1–TABL100 Char Label for TABL row
RMIN1–RMIN100 Num Minimum numeric value for TABL row
RMAX1–RMAX100 Num Maximum numeric value for TABL row
RVAL1–RVAL100 Num Numeric value for TABL row button
BTN1–BTN100 Char Flag a TABL row to be a button or entry field
EUPDATE Char External update flag
KK Num IVR key code column
NCHAR Num Number of characters in OPEN type
NROWS Num Number of rows in TABL type
a

Variables are listed in the actual physical order in which they appear in the data set.
b

Num=numeric variable. Char=character variable.
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Table A.5: Codes used by the SURVTYPE variable in the CONFID data set.

Code Meaning
CATI Computer Assisted Telephone Interview Survey
IVR Outbound Interactive Voice Response Survey
IVR IN Inbound Interactive Voice Response Survey
SIVR P Subordinate Voice Response Survey — Passive
CASI Computer Assisted Self Interview

Table A.6: Structure of the CONFID data set.

Variablea Typeb Label
ADDRESS Char Respondent’s full address
ELIGIBLE Num Eligibility Flag
ID Num Respondent ID
FULLNAME Char Respondent’s full name
POSTCODE Char Respondent postcode
SELECTED Num Selection Flag
STDPHONE Char Respondent telephone number
a These are the minimum variables. Additional variables could be

present.
b Num=numeric variable. Char=character variable.

A.5.4 The CONFID data set

The CONFID data set was created by the user and contains the respondents’ ID
codes, names, telephone numbers, and so on. Its structure is shown in Table A.6.
Respondent information was kept in CONFID to ensure that respondents’ per-
sonal information were kept separate from their answers.

The respondents’ ID codes were copied from the CONFID data set by the
compiler to the CONTROL, ANSWERS, and PROTECT data sets. The CONFID
data set was also commonly used as a location for external variables that were
to be linked into the ANSWERS data set by means of a LINK item.

A.5.5 The CONTROL data set

The CONTROL data set was created by the compiler and used by GEIS to
store information relating to the state of interviews. Its structure is shown in
Table A.7.

The STATUS variable was called the monotonic call status. It contained a
two-letter code that indicated the current state of each case. Codes used in
the STATUS variable are shown in Table A.3 of Section A.3. A history of the
consecutive call attempts was stored in STAT1–STAT5. Once a respondent had
been contacted the STATUS variable could not be reset to a non-contacted code
value as might occur if they were unavailable on a later contact. Instead, the
STATUS variable remained unchanged. However, the actual outcome of each
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Table A.7: Structure of the CONTROL data set.

Variablea Typeb Label
ARESULT Num IVR Action result
ATTDATE Num Last attempt date
ATTTIME Num Last attempt time
AUXST Char Auxiliary call status
CALLCOST Num Cost of call ($AU)
CALLLGTH Num Greeting length
CALLRSLT Num Call result
CBCKDATE Num Call back date
CBCKTIME Num Call back time
CMPDATE Num Completion date
CMPTIME Num Completion time
CNTDATE Num Contact date
CNTTIME Num Contact time
COMMENT Char Comment
DISTANCE Num Distance in Kilometres
DURAT1–DURAT5 Num Duration of previous interviews
DURATION Num Accumulated interview duration
ELIGIBLE Num Eligibility flag
ENTRY Num Respondent IVR entry code
ID Num Respondent ID
INTVR Char Interviewer
INTVR1–INTVR5 Char Previous interviewers
ISTATUS Char Status set by the interviewer
LASTQ Char Last question answered
LASTQ1–LASTQ5 Char previous last questions
NC DATE1–NC TIME5 Num Last noncontact dates
NC TIME1–NC TIME5 Num Last noncontact times
NTIMECMP Num Number of calls until completion
NTIMECNT Num Number of calls to make contact
NTIMELST Num Number of calls since noncontact
NTIMES Num Number of call attempts
SCHSTR Char Search string
SELECTED Num Selection flag
START Num Earliest interview date/time
STATUS Char Monotonic call status
STATUS0 Char Actual calls status
STAT1–STAT5 Char Attempt status
STDPHONE Char Telephone number
STRATUM Num Stratum/Clustering ID
SURVTYPE Char Survey type
a Variables are listed in the actual physical order in which they appear in the data

set.
b Num=numeric variable. Char=character variable.
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Table A.8: Call codes used by the CALLRSLT variable in the CONTROL data
set.

Code value Acoustic Detection Outcome
1 break in cadence
2 loop current drop
3 voice detection
4 answering machine

call attempt was stored in the STATUS0 variable.
The duration of successive call attempts was accumulated in the DURATION

variable. A history of the duration of consecutive call attempts was stored in
DURAT1–DURAT5.

The last question displayed by GEIS when an interview ended was stored in
the LASTQ variable. A call history was stored in LASTQ1–LASTQ5.

The interviewer for each call attempt was stored in the INTVR variable. If
the IVR system was conducting the interview then INTVR was set to the user’s
name with the voice card line number appended; e.g. ‘Ross Corkrey3’, ‘Ross
Corkrey4’.

The CBCKDATE and CBCKTIME variables stored the date and time to call
back a respondent in SAS date and time values, respectively.

The total number of call attempts was stored in the NTIMES variable, the
number to make contact was stored in NTIMECNT, the number of calls since
the last non-contact in NTIMELST, and the number to finalize an interview in
NTIMECMP.

The date and time of each call attempt were stored in ATTTIME and ATT-
DATE, respectively. A call history was maintained of non-contacted cases in
NC DATE1–NC DATE5 and NC TIME1–NC TIME5. The date and time of con-
tact were stored in CNTTIME and CNTDATE, while the date and time each case
was finalized were stored in CMPTIME and CMPDATE.

The approximate accumulated cost of calls was CALLCOST. The call cost
calculation used the distance from Newcastle, Australia to the respondent’s
telephone exchange, which the compiler stored in the DISTANCE variable (Sec-
tion A.5.2). It was meant to be used as a guide only.

When the IVR system rang a respondent’s number it attempted to identify
whether the call was answered by a person or an answering machine by one of
two methods: salutation length and the acoustic properties of the respondent’s
salutation. The outcome of the acoustic determination was stored in the variable
CALLRSLT and the length of the salutation in CALLLGTH. The outcome of
other IVR actions was stored in the ARESULT variable. Code values used by the
ARESULT and CALLRSLT variables are listed in Tables A.9 and A.8, respectively.

The STDPHONE variable contained the respondent’s telephone number.
The SELECTED variable might have two possible values: zero (0) or one

(1). When set to one, a respondent could be interviewed; when set to zero,
a respondent could not to be interviewed. Respondents who were de-selected
would not appear in the pull-down list for selection by interviewers and were
also unavailable for selection by the IVR system. This variable was principally
used to de-select or select large groups of respondents.
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Table A.9: Call codes used by the ARESULT variable in the CONTROL data
set.

Code IVR Action Outcome
-1 RuntimeError
0 OK
1 Stopped
2 TermDigit
3 MaxSilence
4 MaxNonSilence
5 MaxDigits
6 TimeOut
7 TimeOutInterDigit
8 Connected
9 Busy
10 NoRing
11 NoAnswer
12 OperatorIntercept
13 CallError
14 Fax
15 NoDialTone

The ELIGIBLE variable could contain any numeric value, but only a zero (0)
value indicated a respondent could be interviewed; any non-zero value indicated
that a respondent was not to be interviewed. The variable was used to remove
individual respondents from selection during a survey. Suggested code values
for the ELIGIBLE variable are shown in Supplementary Materials Section 3.2.

The START variable contained the earliest date and time a respondent could
be interviewed.

The SCHSTR variable was used to hold a character string that was displayed
to the interviewer when selecting respondents to interview. It was automatically
generated by the compiler from either the respondent’s ID code and name, or
just the ID code, depending on whether names were to be suppressed or not.

The AUXST variable held any user-defined status codes.

A.5.6 The ANSWERS data set

The ANSWERS data set was created by the compiler and was used to store all
response data. Its structure is shown in Table A.10. It was initially created
with an ID variable and a series of other blank response variables. The formats,
informats and labels of the ANSWERS data set response variables were set by
the script. Each response variable corresponded to one of the items in the script,
but there could be more than one variable per item. Some variables could be
preset using LINK items. These items imported data from external data sets
before the interview.
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Table A.10: Structure of the ANSWERS data seta.

Variableb Typec Label
ID Num Respondent ID
T0 Num Duration: start interview
IQ02 Num Willing to answer questions?
CB2 Num Convenient time or callback?
CBACK Num Ask if can callback
IQ03 Num Persuade initial refusers
T6 Num Duration: start technology
T 02 Num Mobile phone
T 06 Num Answering machine
T 07 Num Experienced IVR before
H 04 Num How often use HEROIN
T7 Num Time end Heroin domain
a This is an example. The actual structure depends on the

script.
b Variables are listed in the actual physical order in which

they appear in the data set.
c Num=numeric variable. Char=character variable.

A.5.7 The PROTECT data set

The PROTECT data set was created by the compiler and was used to store
the outcomes of all Self-Protection Statements (SPSs) when an interview was
stopped. The PROTECT data set was used to reconstruct the state of an inter-
view when it was resumed. This was done by storing the values of all SPSs. Its
structure is shown in Table A.11.

It had the same number of variables as the ANSWERS data set. Apart
from the ID variable, all the variables stored a ‘Y’ to indicate an item was
protected (could not be displayed) or ‘N’ to indicate it was unprotected (could
be displayed).

A.5.8 The CALLS data set

All call attempts made by interviewers and the IVR system were logged, in
chronological sequence, to the CALLS data set. Its structure is shown in Ta-
ble A.12. The date and time a call attempt ended, the status code before and
after the call attempt, and the interviewer’s name were recorded.

A.5.9 The COMBRESP data set

This was the data set that was used during an interview to store data before it
was copied to the local data sets or the main data sets. Its structure is shown
in Table A.13.
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Table A.11: Structure of the PROTECT
data seta.

Variableb Typec Label
ID Num Respondent ID
INTRO Char
IQ02 Char
CB1 Char
RESTART Char
CB2 Char
CBACK Char
ENDCB Char
NEXTTERM Char
N3 Char
THANKS Char
THANK CB Char
TERM Char
a This is an example. The actual structure de-

pends on the script.
b Variables are listed in the actual physical order

in which they appear in the data set.
c Num=numeric variable. Char=character vari-

able.

Table A.12: Structure of the CALLS data
set.

Variablea Typeb Label
DATETIME Num Date and time
ID Num ID
STATUS Char Call Status
LASTSTTS Char Last call Status
INTVR Char Interviewer
a Variables are listed in the actual physical or-

der in which they appear in the data set.
b Num=numeric variable. Char=character

variable.
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Table A.13: Structure of the COMBRESP data seta.

Variableb Typec Label
ID Num Respondent ID
INTVR Char Interviewer
TITLE Char Title
STATUS Char STATUS
PHONE Char Phone
RSTAT Char Remote status
RNAME Char Respondent name
DATE Num Attempt date
TIME Num Attempt time
WAIT Num Wait time
NRPT Num Number of times to repeat question

T START Num Start time
Q1 Char Persons name
Q2 Char Persons position in organization
Q3 Char Name of the organization
...

...
...

T END Num Finish time
STAT CQ Char
END Num
a This is an example. The actual structure depends on the script.
b Variables are listed in the actual physical order in which they appear

in the data set.
c Num=numeric variable. Char=character variable.
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Table A.14: Structure of the ILOG data set.

Variablea Typeb Label
WHEN Num When
WHERE Char Where
NOTE Char Note
MSG Char Message
a Variables are listed in the actual physical order

in which they appear in the data set.
b Num=numeric variable. Char=character vari-

able.

A.5.10 The local data sets

The main data sets ANSWERS, CONTROL, PROTECT, and CONFID stored in-
terview data centrally. There were four local data sets, LOCALANS, LOCALCTL,
LOCALCNF, and LOCALPRT, each with the same structures as the correspond-
ing main data sets ANSWERS, CONTROL, CONFID, and PROTECT. These local
data sets stored information locally on CATI interviewer’s workstations or the
IVR machine. When an interview was to be conducted the respondent’s data
was copied from the main data sets to the local data sets. Data were periodi-
cally saved to the local data sets during interviews. This provided a safeguard
against interruption by power failure or other cause. After an interview was
stopped the contents of the local data sets were copied back to the main data
sets.

A.5.11 The ILOG data set

Events along with the date and time they occurred were logged to the ILOG data
set. Its structure is shown in Table A.14. Examples of the events recorded in the
log are: script compile results, interviewer and user log-ins, interview attempt
details, interview outcome details, pressing the ‘BACK’ key in an interview,
data back-ups, and manual user access to data sets.

A.5.12 The INTRVS data set

The INTRVS data set had to be created by the user before compiling. Its struc-
ture is shown in Table A.15. It was used to store the accumulated interviewing
duration and log-in times for each interviewer, and interviewer passwords.

A.5.13 The STANDARD and PHRASES data sets

The STANDARD and PHRASES data sets were used with IVR surveys. The
STANDARD data set was part of GEIS rather than a project data set. It was
used to define standard spoken phrases used by GEIS. Its structure is shown in
Table A.16.



APPENDIX A. APPENDIX FOR CHAPTER 3 337

Table A.15: Structure of the INTRVS data set.

Variablea Typeb Label
ID Num
USERNAME Char Username
SURNAME Char Surname
FIRST NA Char First name
PASSWORD Char Password
DURATION Num Interviewer log time
NON TALK Num Interviewer non-talking time
a Variables are listed in the actual physical order in which they

appear in the data set.
b Num=numeric variable. Char=character variable.

Examples of standard phrases are:

“To confirm that you want to complete the interview at a later date,
press 9 again, or press any key to continue.”

and

“The survey will now resume at the point left off.”

These phrases were essential and had to be recorded for each project, preferably
in the voice used to record the project’s interview questions.

The PHRASES data set was created by the compiler. The compiler inserted
the contents of the STANDARD data set and the keywords found in the GEIS
script. At a later stage the pathnames and filenames of the voice recordings
were inserted into the PHRASES data set. The PHRASES data set was used
during interviews to select which message recordings to play. Its structure is
shown in Table A.17.

A.5.14 The AUTOCALL data set

The AUTOCALL data set was created by the compiler and was used to coor-
dinate call transfers to and from the IVR system. Its structure is shown in
Table A.18. It was principally used in the Hybrid method and its use is de-
scribed in Section 4.6.3 of Chapter 4.

A.6 The share server

The share server used SAS/SHARE software223. The program shown in Fig-
ure A.2 was written to run the share server. The program shown in Figure A.3
illustrates how data was accessed using the share server.
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Table A.16: Structure of the STANDARD
data set.

Variablea Typeb Label
LINE1 Char LINE1
LINE2 Char LINE2
LINE3 Char LINE3
LINE4 Char LINE4
LINE5 Char LINE5
LINE6 Char LINE6
LINE7 Char LINE7
LINE8 Char LINE8
PHRASE Char PHRASE
a Variables are listed in the actual physical or-

der in which they appear in the data set.
b Num=numeric variable. Char=character

variable.

Table A.17: Structure of the PHRASES
data set.

Variablea Typeb Label
PHRASE Char Phrase keyword
IDX Num Index
FNAME Char Filename
USED Num Usage
ACTION Num Action
LINE1 Char LINE1
LINE2 Char LINE2
LINE3 Char LINE3
LINE4 Char LINE4
LINE5 Char LINE5
LINE6 Char LINE6
LINE7 Char LINE7
LINE8 Char LINE8
LINE9 Char
LINE10 Char
LINE11 Char
LINE12 Char
a Variables are listed in the actual physical

order in which they appear in the data set.
b Num=numeric variable. Char=character

variable.
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Table A.18: Structure of the AUTOCALL data
set.

Variablea Typeb Label
INTERVW Char Interviewer
CALLNO Char Calling number
EXTNO Char Extension number
ACTION Char Action
IDX1 Num Call result
IDX2 Num Call result
STATUS Char Remote interview status
a Variables are listed in the actual physical order in

which they appear in the data set.
b Num=numeric variable. Char=character variable.

* SAS 6 server;
* location of GEIS application formats;
libname core ’d:\GEIS\bin’ ;
* communications mode;
options comamid=spx;
* search order for formats;
options FMTSEARCH=(core library work);
* Generate formats;
%include ’d:\GEIS\bin\formats.sas’;
* runs the server;
proc server serverid=shrsvr ;
run;

Figure A.2: Program used to run the share server.

%let bin=bin1_14;
%let projname=project_name;
options comamid=spx;
%include "d:\GEIS\binfo.sas"/source2;
libname common "n:\data\GEIS\common" ;
libname cati "d:\GEIS\&bin" ;
libname core "d:\GEIS\&bin" ;
libname datacati remote "d:\GEIS\projects\&projname" server=shrsvr;
libname library remote "d:\GEIS\projects\&projname" server=shrsvr;
options fmtsearch=(core library work);
proc print data=datacati.answers;
run;

Figure A.3: Example of a program used to access data on the share server.
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A.7 GEIS script syntax

A GEIS script consisted of a series of discrete items that corresponded to inter-
view questions or performed other functions, and which were related by a logic
structure specified by the use of Self-Protection Statements (SPSs). A list of
the script item types is given in Section A.7.4 and SPSs are described in Sec-
tion A.7.3. All items could have texts (Section A.7.1) and the texts could use
answer-quoting (Section A.7.2).

In the IVR mode, each question had to have a recording of the question
specified within the item using a keyword. The keyword was inserted by the
compiler into the PHRASES data set (Section A.5.13). The keyword could also
use answer-quoting (Section A.7.2).

A.7.1 Item texts

As far as possible the screen design for CATI remained constant regardless of
the script contents. For maximum contrast the question text was displayed
in a yellow-coloured fixed-font eight points in height against a dark blue back-
ground. Each line contained 75 characters and 8 lines could be displayed without
scrolling.

In the IVR mode, a voice recording of the question text was played whenever
the text would normally be read out by an interviewer in the CATI mode. The
voice recording for the question text was specified by means of a keyword. The
PHRASES data set was searched for the keyword in order to identify which
message recording file was to be played.

A.7.2 Answer-quoting in IVR

In the IVR mode, recorded messages could use answer-quoting within keywords.
This was done by quoting another keyword already defined in another item, or
by using a system quote.

In Figure A.4 is an example of a CHCE item with eight lines of question
text. It has the keyword “HELLO C|F,^ NRPT ^,TIMES|F”. The keyword consists
of a concatenation of three parts separated by commas:

HELLO C: a keyword defined in the PHRASES data set for a voice recording
of the phrase “This message will repeat”

NRPT: a system quote that equalled the number of times the current item
had been played;

TIMES: another keyword defined in the PHRASES data set for the voice
recording “times”.

The suffixes of the first and third parts, “|F”, indicate that those parts are
not system quotes, but refer to voice recordings stored in files. The effect of
this triple keyword is to play the voice recording for the keyword ‘HELLO C’,
followed by the repetition count, and then the voice recording labelled ‘TIMES’.

The listener hears a message such as:

“This message will repeat 3 times.”
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CHCE 1 11 HELLO_C 8 _MAKE_ LABEL

CALL 17 25 1 KEY9

(HELLO>.)&(RNDINTRO=3)

Hello, this is a free recorded voice information service from the

Hunter Centre for Health Advancement. We are making this call to

try to increase community awareness in the Cessnock area about

Pap tests. We are pleased to offer you the chance to

listen to an important message about Pap tests in the privacy of

your own home.

If you’d like to listen to this 5 minute message, please press

key 5 on your phone now. This message will repeat ^_NRPT_^ times.

HELLO_C|F,^_NRPT_^,TIMES|F

1 1 key 1

2 2 key 2

3 3 key 3

4 4 key 4

5 5 key 5

6 6 key 6

7 7 key 7

8 8 key 8

9 9 key 9

0 0 key 0

1006 -1 Timeout

3 10

Intro C

*********************************************************************

Figure A.4: Example of a question text and answer-quoting for an IVR inter-
view.

A.7.3 Self-protection statements

Self-Protection Statements (SPSs) stored the logic structure of a questionnaire.
They were used to control which question was displayed at each step in the
interview. A SPS consisted of one to five text lines, each of 200 characters
in length. These were evaluated as if they formed a single statement 1000
characters long. The SPS in a script had to contain references to other earlier
items in the survey.

As values were entered during an interview the SPSs of following items were
evaluated in order to determine which should be displayed next. Not all the
SPSs of subsequent items were examined since there could be very many possi-
bilities. Only the SPS of those items that the compiler previously determined
were logically related to the current item were examined. If an item was pro-
tected then all the other items that also depended on the protected item became
protected as well. This thereby locked off an entire pathway through the script.

It was possible for a CATI interviewer or IVR respondent to return to a
previously answered question and alter the answer. When they moved ahead
again, depending on the logic structure specified in the script, it was possible
that a completely different series of questions might be displayed by GEIS and
the previously-entered answers would then be erased. By this means, GEIS
ensured that all data collected were consistent with the logical content of the
script.
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A.7.4 Names and functions of GEIS script items

GEIS script item types had names consisting of a maximum of four characters.
They are listed below along with their function in the script. The functions
were identical for CATI and IVR scripts except where indicated otherwise.

CALC CALC inserted a calculation into the script that was executed when
the item became active. The calculation might involve the value of any
previous answer or imported values. They might only be simple expres-
sions such as Q2+3, but could also be very complex.

CALL When a CALL item became active in an interview the telephone num-
ber of the respondent stored in the variable STDPHONE was called.

CBDT This item stored the date that the respondent should be called back.

CBTM This item stored the time that the respondent should be called back.

CHCE This item was used to ask a question that only had a limited set of
possible answers, such as ‘yes’ and ‘no’.

In CATI mode, GEIS displayed a list box with between 1 and 50 text
options, one of which might be selected by the interviewer.

In IVR mode, GEIS allowed the respondent to choose one option by press-
ing one of the keys 1, 2, . . . 9 on their touchphone.

Refusals could be entered by including an option with code value .R.

DO This item started a DO loop. A DO loop might contain a series of other
items that were executed multiple times. For example, the following ques-
tions could be replaced by a single item (not shown) within a DO loop.

“Has your oldest child been immunized?”
“Has your second oldest child been immunized?”
“Has your third oldest child been immunized?”
...

ENDD This item ended a DO loop.

HUP In CATI mode or IVR mode this item hung up a telephone call and,
optionally, returned the call to another extension.

INFO In CATI mode this item displayed up to 12 lines of text on the screen.
Additional lines could be scrolled into view. It was used to give instruc-
tions to the interviewer or to display text to be read out to the respondent.

In IVR mode this item played a message. After the message had played
GEIS either: (a) immediately activated the next item, (b) paused briefly
before moving on, (c) paused indefinitely until a key was pressed, (d) paus-
ed until a particular key was pressed, or (e) paused until a certain time
elapsed.

LINK This item imported one or more variables from another data set. The
data were imported during compilation but could also be updated imme-
diately before an interview.
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LIST This item was identical to a CHCE item except that the number of
options that could be selected was unlimited. The options had to be
specified in an external data set. A typical question was:

“In which country were you born?”

for which there could be very many possible answers.

This item was not implemented in IVR mode.

LVLC This item counted how many of a range of CHCE or MULT items in
the script had had a specified option selected. For example, it may be
used to check whether all of a set of CHCE questions were answered with
“YES”.

MAIL This item sent an e-mail after the interview was completed. The address
of the recipient, CC address, subject, and attachment, were specified in
other variables.

MULT This item was used to ask a question that could have zero, one or more
possible answers. In CATI mode GEIS displayed a list box with between
1 and 50 text options, one or more of which could be selected by the
interviewer. An example of a typical question

“Which of the following diseases have you had:
Influenza,
Measles,

Chicken pox?”

This item was not implemented in IVR mode.

NEW If this item was activated during an interview it appended a new respon-
dent record to the main data sets.

NULL This item was used to link together logic paths in a script. It enabled
scripts to be simplified by breaking up lengthy SPSs into several shorter
ones that were shared between several NULL items.

NUM The NUM item was used to ask a question that required a numeric
answer. The answer could be any valid SAS numeric value. Numbers (e.g.
1, 2, 3, -7.1, 0.03), dates (e.g. 23jan1990, 230199, OCT3), and times (e.g.
12:40PM, 17:00, or 9:00:40), could be entered.

Upper and lower reasonableness and absolute limits could be specified.
If the interviewer entered a value outside the reasonableness limits GEIS
displayed a check box that had to be ticked before another item would be
displayed. If the interviewer entered a value outside the absolute limits
GEIS displayed an error message and refused to accept the answer.

With IVR mode, dates and times had to be entered using digits only. For
example, the date 23Jan1950 was entered as 23011950.

Upper and lower reasonableness limits could be specified within the IVR
mode as well. If the respondent entered a value outside the reasonableness
limits GEIS played a message asking the respondent to confirm the value
by pressing the hash key before the next item would be played. If the
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respondent entered a value outside the absolute limits GEIS played an
error message and the question was repeated.

Refusals were entered using the code value .R.

NUMM This item was similar to the NUM field but allowed up to 5 entry fields
each with their own formats, informat, absolute limits, and reasonableness
limits. An algebraic expression was used to set the value of a summary
variable. A constraint expression ensured the field values were consistent.

Refusals were entered using the code value .R.

This item was not implemented in IVR mode.

OPEN This item was used to ask a question that required an open-ended
answer. In CATI mode, the interviewer typed the verbatim answer into a
text box.

In IVR mode, the respondent was asked to speak their answer, which was
then recorded by GEIS.

Refusals were entered using a string “REFUSED”.

RST If this item became active the interview was reset, all data were erased,
and the first item then became active again.

SCAL This item was used to define one or more numeric or character values.
Although a LINK item could be used for the same function, the SCAL
item value directly appeared in the script. It was also used in combination
with DO loops.

SCRP This item was used to import another script fragment, called a sub-
script, into the current script. This allowed a script to be broken up in to
a series of smaller pieces or a standard question domain to be imported.

SMSG This item appeared at the beginning of the script and did not form part
of the script logic. It allowed a message to be defined for a given STATUS
code. When an interview was begun with a matching STATUS code, the
message in the SMSG item was displayed to the interviewer.

In IVR mode, a specific voice recording was played instead.

STAT This item was used to set the STATUS variable code value on exit from
an interview. There had to be at least one STAT item in a script to set
the STATUS variable code value to ‘CQ’ indicating a Completed Ques-
tionnaire. Usually there would also be other STAT items for codes like
‘CB’, ‘RT’, etc.

TABL This item displayed a table of 2 or 3 columns. This allowed entry of
either a column of numbers, or a series of short open-ended answers. In the
table the first column in each row contained a label. The second column
was for numeric entry and the third for character entry. Buttons could be
displayed instead of specific rows. This item type was used for complex
questions that required multiple answers.

Refusals were entered by assigning the code value .R to a button.

This item was not implemented in IVR mode.



APPENDIX A. APPENDIX FOR CHAPTER 3 345

TIME When this item became active it stored the duration since the interview
began. It only did this once, so that if the item became active at another
time the duration was not changed.

TITL This item specified the title of the project and also set global options.

TRNF This item transferred a call to another number. It was used when the
IVR and CATI modes were combined such as in the Hybrid method as
described in Section 4.6.3 of Chapter 4.
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Appendix for Chapter 4

B.1 Pretest One

B.1.1 Sampling program for Pretest One

* Remove invalid records;

* Remove external prefixes from telephone numbers;

* Translate email addresses to user names;

data frame;

set datacati.frame;

if stdphone=’ ’ then delete;

if address=’ ’ then delete;

if fullname=’ ’ then delete;

stdphone=tranwrd(stdphone,"49246","46");

address=tranwrd(lowcase(address),"@wallsend.newcastle.edu.au","");

address=tranwrd(lowcase(address),"@wallsend.newcatle.edu.au","");

address=tranwrd(lowcase(address),"@wallsend.newcastle edu.au","");

run;

* Set frame and sample sizes;

%let m=61;

%let n=20;

* Draw sample;

data confid (drop=i j count) ;

count=0;

array obsnum (&m) _temporary_;

do i=1 to &n;

redo:

select=ceil(uniform(111016)*&m);

set work.frame point=select nobs=n;

do j=1 to count;

if (obsnum(j)=select) then goto redo;

end;

position=select;

count=count+1;

obsnum(count)=select;

output;

end;

stop;

run;

* Add volunteers;

data t1;

346
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set frame;

where (fullname="Dr Libby Campbell");

position=5;

run;

data t2;

set frame(obs=0);

where (fullname="Ms Judy Foulkes");

position=22;

run;

data confid;

set confid t1 t2;

selected=1;

run;

* Set requested times for the system to ring for some individuals;

data datacati.confid;

set datacati.confid;

start=.;

if fullname="Dr Afaf Girgis" then start=’24aug1999:10:00:00’dt;

if fullname="Mrs Tracey Smith" then start=’24aug1999:10:00:00’dt;

if fullname="Mrs Pauline Chiarelli" then start=’23aug1999:15:00:00’dt;

format start datetime.;

informat start datetime.;

run;

* Print sample in name order;

proc sort data=confid out=datacati.confid;

by fullname;

run;

proc print data=datacati.confid;run;

B.1.2 Participant instructions

The e-mail sent to Pretest One participants is shown in Figure B.1, the attached
instruction sheet is shown in Figure B.2, and the assessment sheet is shown in
Figure B.3.
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Figure B.1: E-mail sent to Pretest One participants.
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Figure B.2: Instructions sent to Pretest One participants.
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Figure B.3: Assessment sheet used by Pretest One participants, page one.
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Figure B.3: Assessment sheet used by Pretest One participants, page two.
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Figure B.3: Assessment sheet used by Pretest One participants, page three.
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B.2 Pretest Two

B.2.1 Program to generate dial-in code from a user net-
work name

/*

The data step converts letters in the name

to digits as they appear on telephone key pads

Address contains a user network name.

ID2 and ID3 contains the numeric code equivalent.

eg address=ROSSC -> ID2=76772.

*/

libname datacati ’n:\data\rossc\ivr2’;

* Reading is network userlist;

data WORK.users ;

%let _EFIERR_ = 0; /* clear ERROR detection macro variable */

infile ’N:\DATA\ROSSC\ivr2\Users.lis’ TRUNCOVER lrecl=61;

format address $30. ;

format FULLNAME $30. ;

input

@1 address $30.

@32 FULLNAME $30.

;

if _n_ ge 7 & _n_ le 158 then /* starting record/number of records */

do;

output;

if _ERROR_ then

call symput(’_EFIERR_’,1);

end;

run;

* Remove facilities and create CONFID variables;

data work.users;

set work.users;

if fullname^=’ ’;

length stdphone $ 20;

eligible=0;

selected=1;

start=.;

run;

* recode username as ID code;

data work.confid;

set work.users;

* recode as number;

id2=translate(lowcase(address),’11’,’qz’);

id2=translate(id2,’222’,’abc’);

id2=translate(id2,’333’,’def’);

id2=translate(id2,’444’,’ghi’);

id2=translate(id2,’555’,’jkl’);

id2=translate(id2,’666’,’mno’);

id2=translate(id2,’777’,’prs’);

id2=translate(id2,’888’,’tuv’);

id2=translate(id2,’999’,’wxy’);

* alternative recoding for some phones;

id3=translate(lowcase(address),’222’,’abc’);

id3=translate(id3,’333’,’def’);

id3=translate(id3,’444’,’ghi’);

id3=translate(id3,’555’,’jkl’);

id3=translate(id3,’666’,’mno’);

id3=translate(id3,’7777’,’pqrs’);

id3=translate(id3,’888’,’tuv’);

id3=translate(id3,’9999’,’wxyz’);
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Figure B.4: E-mail sent to Pretest Two participants.

if id2=id3 then same=1;else same=0;

id=input(id2,16.);

run;

* check for entry code differences;

proc fsview data=confid;

var id id2 id3 same address ;

format same id 16. id2 id3 address $16.;

where not same;

run;

* Sort into ID order and save;

proc sort data=work.confid out=datacati.confid;

by id;

run;

B.2.2 Participant instructions

The e-mail sent to Pretest Two participants is shown in Figure B.4, and the
assessment sheet is shown in Figure B.5.
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Figure B.5: Assessment sheet sent to Pretest Two participants, page one.
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Figure B.5: Assessment sheet sent to Pretest Two participants, page two.
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B.3 Pilot One

B.3.1 Sampling program for Pilot One

* Subsample nos for ivr pretest pilot;

/*

1. find suburbs within 10 kilometres.

2. use these to find postcodes within same distance.

3. merge with nsw electronic directory.

4. only keep cases with tel. nos starting with "(02) 49" to

eliminate mobile phones.

5. only keep cases with nonmissing address info.

6. SRS from within frame.

*/

libname phone ’d:\phone nos’;

libname geog ’n:\data\sascati\callcost’;

libname sgweb ’n:\statmanl’;

* get list of postcodes;

proc sort data=sgweb.postcode out=pc nodupkey;by locality;run;

* get list of suburbs within 10km;

data stats;

set geog.stats;

if distance<10 & geogtype=’SUBURB’ ;

run;

proc sort data=stats out=stats nodupkey;by locality;run;

* select postcodes based on closest suburbs;

data merged;

merge pc stats(in=a);

by locality;

if a and postcode>.;

keep postcode geogtype state locality;

run;

* get nonmonbile phones nos;

data phone;

set phone.nsw1998;

if index(stdphone,"(02) 49");

run;

* select frame;

proc sort data=merged;by postcode;run;

proc sort data=phone;by postcode;run;

data frame;

merge merged(in=a) phone;

by postcode;

if a & index(stdphone,"(02) 49") & strtnumb^=’ ’

& strtname^=’ ’ & suburb^=’ ’ & name^=’ ’ & postcode^=.;

run;

proc sort data=frame out=f nodupkey;by suburb;run;

* get no of obs in frame;

data _null_;

dsid=open("work.frame");

nobs=attrn(dsid,"nobs");

call symput(’m’,nobs);

rc=close(dsid);

run;
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data _null_;

put "number of cases in frame=" "&m";

run;

* required number of obs;

%let n=50;

* extract sample;

data sample (drop=i j count) ;

count=0;

array obsnum (&m) _temporary_;

do i=1 to &n;

redo:

select=ceil(uniform(587816)*&m);

set work.frame point=select nobs=n;

do j=1 to count;

if (obsnum(j)=select) then goto redo;

end;

position=select;

count=count+1;

obsnum(count)=select;

output;

end;

stop;

run;

data sample;

set sample;

rnd=uniform(-1);

run;

data sample;

set sample;

rename name=fullname;

address=trim(street)||" "||trim(suburb)||" "||put(postcode,4.);

format name $20. address $40.;

eligible=0;

selected=1;

ID=1000+_N_;

run;

proc sort data=sample;by rnd;run ;

data sample1 sample2;

set sample;

if _n_ le &n/2 then output sample1;else output sample2;

drop rnd position;

run;

* create confid datasets;

libname dc1 ’n:\data\sascati\projects\ivr3_out’;

proc sort data=sample1 out=dc1.confid;by suburb fullname strtnumb strtname ;run ;

libname dc2 ’n:\data\sascati\projects\ivr3_in’;

proc sort data=sample2 out=dc2.confid;by suburb fullname strtnumb strtname ;run ;

title ’Outbound sample’;

proc print data=dc1.confid;

var fullname address stdphone;

run;

title ’Inbound sample’;

proc print data=dc2.confid;
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var fullname address stdphone;

run;

B.3.2 Program to calculate distances from Wallsend

The program below uses longitudes and latitudes of placenames downloaded
from http://kaos.erin.gov.au/database/MAN200R.html where they had been
catagorized as suburbs, towns, urban, or localities. Distances from Newcastle
were calculated using Equation 3.1 of Chapter 3.

* Loads geographic data and calculates distances from Wallsend;

libname callcost ’n:\data\sascati\callcost’;

data suburb ;

length locality $50 str dum1 dum2 $ 200 state $10 geogtype $ 8;

infile ’n:\data\sascati\callcost\nsw.txt’ truncover;

input locality 5-55;

input state 5-15;

input geogtype 5-55;

input str 5-200;

input dum1 5-200;

input dum2 5-200;

geogtype=’SUBURB’;

output;

drop dum1 dum2 ;

run;

proc sort data=suburb nodupkey;

by locality geogtype state;

run;

data towns ;

length locality $50 str dum1 dum2 $ 200 state $10 geogtype $ 8;

infile ’n:\data\sascati\callcost\nsw_t.txt’ truncover;

input locality 5-55;

input state 5-15;

input geogtype 5-55;

input str 5-200;

input dum1 5-200;

input dum2 5-200;

geogtype=’TOWN’;

output;

drop dum1 dum2 ;

run;

proc sort data=towns nodupkey;

by locality geogtype state;

run;

data urban ;

length locality $50 str dum1 dum2 $ 200 state $10 geogtype $ 8;

infile ’n:\data\sascati\callcost\urban.txt’ truncover;

input locality 5-55;

input state 5-15;

input geogtype 5-55;

input str 5-200;

input dum1 5-200;

input dum2 5-200;

geogtype=’URBAN’;

output;
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drop dum1 dum2 ;

run;

proc sort data=urban nodupkey;

by locality geogtype state;

run;

data local ;

length locality $50 str dum1 dum2 $ 200 state $10 geogtype $ 8;

infile ’n:\data\sascati\callcost\local2.txt’ truncover;

input locality 5-55;

input state 5-15;

input geogtype 5-55;

input str 5-200;

input dum1 5-200;

input dum2 5-200;

geogtype=’LOCALITY’;

output;

drop dum1 dum2 ;

run;

proc sort data=local nodupkey;

by locality geogtype state;

run;

data comb;

set suburb towns local urban ;

locality=tranwrd(locality,’[ EnviroMaps Link ]’,’’);

lat=input(scan(str,2,"(),"),12.);

long=input(scan(str,3,"(),"),12.);

label lat=’Latitude (degrees)’;

label long=’Longitude (degrees)’;

locality=upcase(locality);

drop str;

run;

* Distance from Wallsend to each location;

data nsw;

set comb;

PI=3.141592654;

* Wallsend - first point latitude;

L1=-32.89996 * PI / 180;

* Wallsend - first point longitude;

G1=151.66664 * PI / 180;

* Latitude on second point;

L2=lat * PI / 180;

* Longitude on second point;

G2=long * PI / 180;

* Differnce in long;

DG = G2 - G1;

* Differnce in lat;

DL = L2 - L1;

* Distance;

tmp = arcos ( SIN(L1) * SIN(L2) + COS(L1) * COS(L2) * COS(DG)) ;

Distance = 1.852 * 60 * tmp * 180 / PI;

drop DG DL L1 L2 G1 G2 tmp pi;

label distance=’Distance from Wallsend in Kilometres’;

run;

proc sort data=nsw out=callcost.nsw nodupkey;

by locality geogtype state;

run;
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B.3.3 Information letters and instruction sheets

The letter sent to participants in the outbound mode is shown in Figure B.6.
The letter sent to participants in the inbound mode is shown in Figure B.7. The
instruction sheet sent to participants in both modes is shown in Figure B.8.
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Figure B.6: Information letter sent to Pilot One participants in the outbound
calling mode, page one.
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Figure B.6: Information letter sent to Pilot One participants in the outbound
calling mode, page two.
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Figure B.7: Information letter sent to Pilot One participants in the inbound
calling mode, page one.
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Figure B.7: Information letter sent to Pilot One participants in the inbound
calling mode, page two.
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Figure B.8: Instruction sheet sent to all Pilot One participants.



APPENDIX B. APPENDIX FOR CHAPTER 4 367

B.4 Pilot Two

B.4.1 Sampling program for Pilot Two.

libname phone ’d:\phone’;

libname aria ’n:\data\statsgrp\data\ariarura’;

options compress=yes;

* Sort ARIA codes by postcode;

proc sort data=aria.ariapost out=aria;

by postalar;

run;

data aria;

set aria;

rename postalar=post;

run;

/*-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

DO NOT RUN THIS BIT UNLESS RECREATING THE FRAME

* Sort phone nos by postcode;

proc sort data=phone.nswpost out=phone;by postcode;run;

data phone;

set phone;

post=input(trim(left(postcode)),18.);

run;

* merge in aria codes;

data x2;

merge aria (in=a) phone (in=b drop=ariascor ariacate);

by post;

if b;

run;

* remove mobiles ;

data phone.frame;

set x2;

if address^=’ ’ & name^=’ ’ & postcode^=’ ’;

if area_co in (’02’,’03’,’07’);

run;

-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+*/

* remove cases with missing addresses, telephone nos, or zero street numbers;

data frame;

set phone.frame;

if ariacate="HA" & var13^=’ ’ & var12^=’ ’ &

suburb^=’ ’ & ac_phon^=’ ’ & var13^=’0’;

run;

* get no of obs in frame;

data _null_;

dsid=open("frame");

nobs=attrn(dsid,"nobs");

call symput(’m’,nobs);

rc=close(dsid);

run;

data _null_;

put "number of cases in frame=" "&m";

run;
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proc univariate data=frame plot;

var ariascor;

run;

* required number of obs;

%let n=30;

* extract sample;

data sample (drop=i j count) ;

count=0;

array obsnum (&m) _temporary_;

do i=1 to &n;

redo:

select=ceil(uniform(38299)*&m);

set work.frame point=select nobs=n;

do j=1 to count;

if (obsnum(j)=select) then goto redo;

end;

position=select;

count=count+1;

obsnum(count)=select;

output;

end;

stop;

run;

data sample;

set sample;

rename var12=strtname;

rename var13=strtnumb;

run;

proc sort data=sample ;

by suburb name strtnumb strtname ;

run ;

* create confid datasets;

title ’Hybrid Pilot Sample’;

libname dc2 ’n:\data\sascati\projects\ivr\ivr4\hybcati’;

data dc2.confid;

set sample;

rename name=fullname;

rename ac_phon=stdphone;

address=trim(address)||" "||trim(suburb)||" "||put(postcode,4.);

format name $20. address $40.;

* All are eligible;

eligible=0;

* Make ID variable;

ID=_N_;

* Create some negative IDs for practice cases;

if _n_ ge 27 then ID=-_N_;

run;

%include ’n:\data\sascati\bin\distance.sas’;

data conf;set dc1.confid;run;

%distance(dsin=conf);

proc print data=conf;

var id fullname address stdphone distance selected eligible;

format selected eligible 5.;

run;

proc freq data=conf;

table suburb;

where selected=1;

run;



APPENDIX B. APPENDIX FOR CHAPTER 4 369

title ’IVR4 - HYBIVR Sample’;

proc print data=dc2.confid;

var fullname address stdphone selected eligible;

id id;

run;

B.4.2 Information letter sent to participants

The letter sent to Pilot Two participants is shown in Figure B.9. The instruction
sheet sent to Pilot Two participants is shown in Figure B.10.
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Figure B.9: Information letter sent to Pilot Two participants.
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Figure B.10: Instruction sheet sent to Pilot Two participants.



APPENDIX B. APPENDIX FOR CHAPTER 4 372

Step 1. Below, GEIS reports running on line 1: ‘SYSTEM READY’. It is waiting
for an incoming call.

INTERVW CALLNO ACTION IDX1 STATUS
Row 1: LINE1 SYSTEM

READY
Row 2:

Step 2. As shown in row 2, the interviewer transfers respondent with ID 1162
from extension ‘46381’ to the RVS. GEIS is interviewing the respondent on line
1.

INTERVW CALLNO ACTION IDX1 STATUS
Row 1: LINE1 SYSTEM

READY
Row 2: 46381 SUB 1162

Step 3. The respondent is transferred back to interviewer on extension ‘46381’.
The IVR interview was completed as indicated by status code ‘CQ’ in row 2.

INTERVW CALLNO ACTION IDX1 STATUS
Row 1: LINE1 SYSTEM

READY
Row 2: 46381 DONE 1162 ‘CQ’

Figure B.11: Example of states of the AUTOCALL data set during the stages of
the Hybrid method.

B.4.3 Use of the AUTOCALL data set within the Hybrid
method.

The AUTOCALL data set was used to control the transfer of calls between a
CATI interviewer and GEIS running on the RVS. The CATI interviewers and
GEIS simultaneously accessed and updated individual rows of the AUTOCALL
data set by using the share server (see Section 3.5.3 of Chapter 3).

An example showing the progress of a call is shown in Appendix Figure B.11.
In this example, GEIS initially reports that it is running on row one (“SYSTEM
READY”). If this line is not present the CATI interviewer will see a message
indicating that the call may not be transferred. The CATI interviewer presses
the transfer button on the CATI screen, which causes the transfer to be reg-
istered in the AUTOCALL data set by updating row two (“SUB”). From this
point GEIS will expect the call. When the call is transferred, GEIS runs the IVR
script and conducts the interview. Once the IVR interview is complete, the call
is transferred back to the CATI interviewer, and row two of the AUTOCALL
data set is updated to indicate this (“INTERVIEW DONE”).

While the IVR interview is occurring, the interviewer can query the AUTO-
CALL data set using the CATI system to determine if the IVR interview has
been completed, partly-completed, or terminated.
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Appendix for Chapter 5

C.1 The five-item AUDIT instrument

The 5-item Alcohol Use Disorders Identification Test (AUDIT)193 was used in
this study. It is shown below.

How often do you have a drink containing alcohol?
Never 0
Monthly or less 1
Two to four times a month 2
Two to three times a week 3
Four or more times a week 4

How many drinks containing alcohol do you have on a typical day when
you are drinking?

1 to 2 0
3 to 4 1
5 to 6 2
7 to 9 3
10 or more 4

How often during the last year have you found you were not able to
stop drinking once you had started?

Never 0
Less than monthly 1
Monthly 2
Weekly 3
Daily or almost daily 4

How often during the last year have you failed to do what was normally
expected from you because of drinking?

Never 0
Less than monthly 1
Monthly 2
Weekly 3
Daily or almost daily 4

Has a relative or friend, or a doctor or other health worker been
concerned about your drinking or suggested you cut down?

No 0

373
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Yes, but not in the last year 2
Yes, during the last year 4

The overall score is obtained by summing the scores of all items. The max-
imum score is 20. A score of five or more indicates hazardous or harmful con-
sumption.

C.2 Sampling program

* Sample from Australia using SRS;

libname phone ’d:\phone’;/* NSW white pages */

libname aria ’n:\data\statsgrp\data\ariarura’;

options compress=yes;

options comamid=tcp remote=apc112;

options compress=yes;

libname rphone ’d:\phone’;

* remove cases with missing addresses, telephone nos, or zero street numbers;

data frame(compress=yes);

set rphone.aust;

if strtnumb^=’ ’ & strtname^=’ ’ &

suburb^=’ ’ & stdphone^=’ ’ & fullname^=’0’ &

ariascor>.;

run;

* get no of obs in frame;

data _null_;

dsid=open("work.frame");

nobs=attrn(dsid,"nobs");

call symput(’m’,nobs);

;rc=close(dsid);

run;

data _null_;

put "number of cases in frame=" "&m";

run;

* required number of obs including dummies;

%let n=1500;

* extract sample;

data sample (drop=i j count) ;

count=0;

array obsnum (&m) _temporary_;

do i=1 to &n;

redo:

select=ceil(uniform(3111119)*&m);

set work.frame point=select nobs=n;

do j=1 to count;

if (obsnum(j)=select) then goto redo;

end;

position=select;

count=count+1;

obsnum(count)=select;

output;

end;

stop;

run;

data sample;

set sample;

rand=uniform(-1);

run;
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proc sort data=sample out=sample(drop=rand) ;

by rand;

run ;

data sample2;

length id selected eligible 8;

set sample;

format fullname $20. address $40.;

* All are eligible;

eligible=0;

* Make ID variable;

ID=_N_+2500;

rename area_code=areacode;

drop longitude latitude;

postcode=trim(left(postcode));

run;

proc sort data=sample2 ;

by postcode suburb fullname strtnumb strtname ;

run ;

*CATI/Hybrid1;

* create confid datasets;

/*libname dc1 ’n:\data\sascati\projects\ivr\ivr5\hybcati’;

data dc1.confid;

set sample2;

run;

*/

*IVR;

* required number of obs including dummies;

%let n=1300;

* extract sample;

data sample (drop=i j count) ;

count=0;

array obsnum (&m) _temporary_;

do i=1 to &n;

redo:

select=ceil(uniform(31241519)*&m);

set work.frame point=select nobs=n;

do j=1 to count;

if (obsnum(j)=select) then goto redo;

end;

position=select;

count=count+1;

obsnum(count)=select;

output;

end;

stop;

run;

data sample;

set sample;

rand=uniform(-1);

run;

proc sort data=sample out=sample(drop=rand) ;

by rand;

run ;

data sample2;

length id selected eligible 8;

set sample;

format fullname $20. address $40.;

* All are eligible;

eligible=0;

* Make ID variable;

ID=_N_;
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* Select away the last 300 buffer;

if _n_ le 1200 then selected=1;else selected=0;

* Create some negative IDs for practice cases;

if _n_ gt 1495 then ID=-1501+_N_;

rename area_code=areacode;

drop longitude latitude;

postcode=trim(left(postcode));

run;

proc sort data=sample2 ;

by postcode suburb fullname strtnumb strtname ;

run ;

* create confid datasets;

/*libname dc2 ’n:\data\sascati\projects\ivr\ivr5\ivr’;

data dc2.confid;

set sample2;

run;

*/

*Hybrid II;

options comamid=tcp remote=apc127;

filename rlink

’d:\program files\sas institute\sas\v8\connect\saslink\tcpwin.scr’;

signon apc127;

rsubmit;

libname rphone ’d:\phone’;

* remove cases with missing addresses, telephone nos, or zero street numbers;

data frame(compress=yes);

length areacode $10;

set rphone.aust;

if strtnumb^=’ ’ & strtname^=’ ’ &

suburb^=’ ’ & stdphone^=’ ’ & fullname^=’0’ ;

areacode=scan(stdphone,1,’()’);

* remove mobiles etc ;

if indexc(stdphone,’()’)=0 then delete;

if left(areacode)=:’01’ then delete;

else if left(areacode)=:’04’ then delete;

else if left(areacode)=:’05’ then delete;

else if areacode=’1300’ then delete;

else if areacode=’1800’ then delete;

else if areacode=’1900’ then delete;

run;

endrsubmit;

rsubmit;

* get no of obs in frame;

data _null_;

dsid=open("work.frame");

nobs=attrn(dsid,"nobs");

call symput(’m’,nobs);

rc=close(dsid);

run;

data _null_;

put "number of cases in frame=" "&m";

run;

* required number of obs including dummies;

%let n=750;

* extract sample;

data sample (drop=i j count) ;

count=0;

array obsnum (&m) _temporary_;

do i=1 to &n;

redo:

select=ceil(uniform(6782568)*&m);
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set work.frame point=select nobs=n;

do j=1 to count;

if (obsnum(j)=select) then goto redo;

end;

position=select;

count=count+1;

obsnum(count)=select;

output;

end;

stop;

run;

proc download data=work.sample out=work.sample;

run;

endrsubmit;

data sample;

set sample;

rand=uniform(-1);

if state=’WA’ then wa=1;else wa=0;

run;

* Sort into random order but leave WA till last;

proc sort data=sample out=sample1;

by rand;

where state^=’WA’;

run ;

proc sort data=sample out=sample2;

by rand;

where state=’WA’;

run ;

data sample3;

set sample1 sample2;

run;

data sample3;

length id 8;

set sample3;

format fullname $20. ;

drop longitude latitude;

* postcodes as numeric;

format pc z4.;

pc=input(trim(left(postcode)),4.);

drop postcode;

rename pc=postcode;

* time differences;

if state=’SA’ then timediff=-0.5;

if state=’QLD’ then timediff=0;

if state=’NT’ then timediff=-0.5;

if state=’TAS’ then timediff=0;

if state=’VIC’ then timediff=0;

if state=’WA’ then timediff=-2;

if state=’NSW’ then timediff=0;

if state=’ACT’ then timediff=0;

if (index(suburb,’BROKEN HILL’)>0) then timediff=-0.5;

if (index(suburb,’LINDEMAN’)>0)&(STATE=’QLD’) then timediff=0;

if (index(suburb,’LORD HOWE’)>0)&(STATE=’QLD’) then timediff=+0.5;

* make address;

length address $70;

address=trim(strtxtra) || ’ ’ ||

trim(strtnumb) || ’ ’ ||

trim(strtname) || ’ ’ ||

trim(suburb ) || ’ ’ ||

trim(state ) || ’ ’ ||

trim(postcode);

ID=_N_+10000;
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eligible=0;

selected=1;

start=’09oct2000:09:00:00’dt;

format start datetime.;

informat start datetime.;

arm=1;

cbtm1=’11:00:00’t;

drop position rand;

run;

libname dc ’n:\data\sascati\projects\ivr\ivr7\hybcati’;

/*

data dc.confid(compress=yes);

set sample3;

run;

*/

signoff apc127;

C.3 Letters to participants

The letters sent to households assigned to the CATI, Hybrid, and IVR methods
are shown in Figures C.1, C.2, and C.4, respectively. The instruction sheets
for the households assigned to the Hybrid and IVR methods are shown in Fig-
ures C.3 and C.5, respectively.
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Figure C.1: Letter sent to households assigned to the CATI method.
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Figure C.2: Letter sent to households assigned to the Hybrid methods.
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Figure C.3: Instruction sheet included with letter sent to households assigned
to the Hybrid methods.
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Figure C.4: Letter sent to households assigned to the IVR method.
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Figure C.5: Instruction sheet included with letter sent to households assigned
to the IVR method.
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Appendix for Chapter 6

D.1 Cessnock pilot sampling programs

D.1.1 IVR phase sampling program

* sample program for IVR6 CSP;

* Ross Corkrey;

* Sample from Cessnock using SRS;

libname phone ’d:\phone’;/* NSW white pages */

libname aria ’n:\data\statsgrp\data\ariarura’;

options compress=yes;

options comamid=tcp remote=apc112;

options compress=yes;

libname rphone ’d:\phone’;

* remove cases with missing addresses, telephone nos, or zero street numbers;

data frame(compress=yes);

set rphone.hunter;

where (

index(SUBURB, ’BELLBIRD’) or

index(SUBURB, ’CESSNOCK’) or

index(SUBURB, ’ABERDARE’) or

index(SUBURB, ’KEARSLEY’) or

index(SUBURB, ’KURRI KURRI’) or

index(SUBURB, ’WESTON’) or

index(SUBURB, ’PELAW MAIN’) or

index(SUBURB, ’STANFORD MERTHYR’) or

index(SUBURB, ’HEDDON GRETA’) or

index(SUBURB, ’ABERMAIN’) or

index(SUBURB, ’NEATH’) or

index(SUBURB, ’BRANXTON’) or

index(SUBURB, ’NORTH ROTHBURY’) or

index(SUBURB, ’GRETA’) or

index(SUBURB, ’BLACK HILL’) or

index(SUBURB, ’BUCHANAN’) or

index(SUBURB, ’MULBRING’) or

index(SUBURB, ’KITCHENER’) or

index(SUBURB, ’ELLALONG’) or

index(SUBURB, ’MILLFIELD’) or

index(SUBURB, ’RICHMOND VALE’) or

index(SUBURB, ’TOMALPIN’) or

index(SUBURB, ’BIG YANGO’) or

index(SUBURB, ’PAXTON’) or

384
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index(SUBURB, ’WOLLOMBI’) or

index(SUBURB, ’LAGUNA’) or

index(SUBURB, ’CEDAR CREEK’) or

index(SUBURB, ’KEINBAH’) or

index(SUBURB, ’SAWYERS GULLY’) or

index(SUBURB, ’POKOLBIN’) or

index(SUBURB, ’ROTHBURY’) or

index(SUBURB, ’LOXFORD’)

) &

( state=’NSW’ )&

(stdphone=:’(02) 49’);

run;

proc freq data=frame;

table suburb;

run;

* get no of obs in frame;

data _null_;

dsid=open("work.frame");

nobs=attrn(dsid,"nobs");

call symput(’m’,nobs);

rc=close(dsid);

run;

data _null_;

put "number of cases in frame=" "&m";

run;

* required number of obs;

%let n=5000;

* extract sample;

data sample (drop=i j count) ;

count=0;

array obsnum (&m) _temporary_;

do i=1 to &n;

redo:

select=ceil(uniform(33434219)*&m);

set work.frame point=select nobs=n;

do j=1 to count;

if (obsnum(j)=select) then goto redo;

end;

position=select;

count=count+1;

obsnum(count)=select;

output;

end;

stop;

run;

data sample;

set sample;

rand=uniform(-1);

run;

proc sort data=sample out=sample(drop=rand) ;

by rand;

run ;

data sample2;

length id selected eligible 8;

set sample;

format fullname $20. address $40.;

* All are eligible;

eligible=0;

selected=1;

* Make ID variable;

ID=_N_+5000;

rename area_code=areacode;
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drop longitude latitude;

postcode=trim(left(postcode));

mailto=’LBates@doh.health.nsw.gov.au’;

copyto=’ ’ ;

attach=’ ’ ;

subject=’ ’ ;

rndintro=mod(_n_,5)+1;

run;

* create confid datasets;

/*libname dc1 ’n:\data\sascati\projects\csp\’;

data dc1.confid;

set sample2;

run;

*/

D.1.2 CATI phase sampling program

* sample program for IVR6 CSP FUP;

* Ross Corkrey;

* Sample from Cessnock IVR6 using SRS;

libname cd ’n:\data\statsgrp\data\cati_bu\csp\final’;

libname lib ’n:\data\statsgrp\data\cati_bu\csp\final’;

libname fmt ’n:\data\sascati\projects\csp’;

libname core ’n:\data\sascati\bin’;

option fmtsearch=(work fmt lib core);

data frame;

merge cd.control(keep=id status cmpdate attdate selected eligible)

cd.answers(keep=id bus age1 age2 age3)

cd.confid(keep=id STDPHONE ID SELECTED ELIGIBLE ADDRESS STRTNUM INITIALS

FULLNAME POSTCODE STATE STRTXTRA STRTNAME STRTNUMB

SUBURB SURNAME TITLE AREACODE RNDINTRO START);

by id;

drop bus;

if selected=1 & eligible=0 & status in (’CQ’,’OS’,’DR’) & bus in (.,1);

run;

data cq;

set frame;

if status=’CQ’;

run;

data osdr;

set frame;

if status in (’OS’,’DR’);

run;

%macro sample(dsin,dsout,n,seed);

* get no of obs in frame;

data _null_;

dsid=open("&dsin");

nobs=attrn(dsid,"nobs");

call symput(’m’,nobs);

rc=close(dsid);

run;

data _null_;

put "number of cases in frame=" "&m";

run;

* extract sample;

data &dsout (drop=i j count) ;
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count=0;

array obsnum (&m) _temporary_;

do i=1 to &n;

redo:

select=ceil(uniform(&seed)*&m);

set &dsin point=select nobs=n;

do j=1 to count;

if (obsnum(j)=select) then goto redo;

end;

position=select;

count=count+1;

obsnum(count)=select;

output;

end;

stop;

run;

%mend;

* Keep all CQs;

* Sample DR and OS;

%sample(dsin=work.osdr,dsout=work.osdrs,n=500,seed=78236529);

proc sort data=work.cq nodupkey;

by id;

run;

proc sort data=work.osdrs nodupkey;

by id;

run;

data sample;

merge work.cq work.osdrs;

by id;

stdphone=’(02) ’||trim(left(substr(stdphone,2)));

* All are eligible;

eligible=0;

selected=1;

format cmpdate weekdate17.;

format attdate weekdate17.;

cbtm1=’14:00’t;

run;

* create confid datasets;

/*libname dc1 ’n:\data\sascati\projects\csp\fup’;

data dc1.confid(label=’Sample of cases from CSP’);

set sample;

run;

*/

D.2 Cessnock pilot information letter

The letter sent to households before the IVR call is shown in Figure D.1 and
the accompanying instruction sheet is shown in Figure D.2.

D.3 Cessnock pilot script technical details

Towards the end of the IVR script, the CHCE item was used to ask the woman
if she wanted someone to ring her back. She was also asked if she wanted
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Figure D.1: Information letter sent to households in the Cessnock pilot.
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Figure D.2: Instruction sheet sent to households in the Cessnock pilot.
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to record a question beforehand. This was done using the OPEN script item
EMAIL3, which allowed a message of up to thirty seconds to be recorded. After
the interview terminated, GEIS then generated an e-mail using script items
EMAIL4 and EMAIL5. The e-mail was sent to an expert in cervical screening.
If a question had been recorded, this was included with the e-mail as a WAV
file attachment. The expert was a local staff member responsible for cervical
screening promotion in the Hunter region.

In the follow-up script, women who had not listened to the IVR message
were offered a second opportunity to listen to the message. This required send-
ing information from the CATI interview system to the IVR system. It was
done using external updating as described in Appendix Section A.5.3. The
items IVR 4 and IVR 5 in the script (Section 6.1) externally updated the IVR
CONTROL data set with the date and time for GEIS to call back. If the woman
reported that another telephone number was more convenient then this was also
updated. The script items IVR 7, IVR 8, IVR 9, IVR 10, and IVR 11 updated the
variables STDPHONE, SELECTED, ELIGIBLE, STATUS, and IVRLINE, respec-
tively. The CALC item IVR 8 updated the STATUS variable to code ‘CB’,
which had the effect of causing GEIS to call back at the preset date and time.
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Appendix for Chapter 7

E.1 Sampling program for the IVR message

* Sample selection for Hunter IVR CSP;

* Read in hunter female postcode populations

to get postcodes only;

* these are ABS Census 1996 - from library;

option nocenter nofmterr;

option validvarname=v6;

PROC IMPORT OUT= WORK.FEMHUNT2 DATAFILE=

"f:\officialdata\Hunter CLIB96\postcodes\female_hunter_postcodes.xls"

DBMS=EXCEL2000 REPLACE;

GETNAMES=YES;

RUN;

data femhunt2;

set femhunt2;

if agegroup in (’age0_4’,’age5_9’,’age10_14’,’age15_19’,

’age70_74’,’age75_79’,’age80_84’,

’age85_89’,’age90_94’,’age95_98’,

’age99+’,’overseas’,’total’) then delete;

run;

* List of eligible postcodes;

proc transpose data=femhunt2 out=femhunt2;

var PC2259 PC2282 PC2281 PC2280 PC2267 PC2265 PC2264

PC2337 PC2336 PC2335 PC2334 PC2333 PC2330

PC2329 PC2328 PC2327 PC2326 PC2325 PC2324 PC2323

PC2322 PC2321 PC2320 PC2315 PC2314 PC2311 PC2308

PC2307 PC2306 PC2305 PC2304 PC2303 PC2302 PC2300

PC2299 PC2298 PC2297 PC2296 PC2295 PC2294 PC2293

PC2292 PC2291 PC2290 PC2289 PC2287 PC2286 PC2285

PC2284 PC2283 PC2421 PC2420 PC2343 PC2340 PC2339

PC2338 PC2850 PC2787 PC2423 PC2422;

by agegroup;

run;

data femhunt2;

set femhunt2;

_name_=tranwrd(_name_,’PC’,’’);

pc=input(_name_,5.0);

drop _name_ _label_;

rename col1=NumWomen;

run;

proc means data=femhunt2 nway sum;

class pc;

var numwomen;

391
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output out=femhunt3(drop=_freq_ _type_) sum(numwomen)=;

run;

* calc SE to postcode level;

libname seifa ’f:\officialdata\seifa’;

proc means data=seifa.aust nway noprint;

class pc;

weight pop;

output out=seifa mean(se)= mean(ier)= mean(ieo)=;

run;

* merge in SEIFA to get socioeconomic data;

proc sort in=seifa;

by pc;

run;

proc sort in=femhunt3 ;

by pc;

run;

data seifa;

merge seifa(in=a) femhunt3(in=b);

by pc;

if b;

drop _type_ _freq_;

run;

data seifa;

set seifa;

format pc 4.;

length pc2 $4;

pc2=put(pc, 4.);

run;

/*

remove postcodes that are in Cessnock;

Remove Newcastle Uni;

Remove Newcastle West due to small pop size;

Remove Williamtown airforce base;

*/

data exclude;

length r $2;

input pc r;

datalines;

2320 c

2321 c

2322 c

2323 c

2324 c

2325 c

2326 c

2327 c

2330 c

2334 c

2335 c

2308 nu

2302 nw

2314 w

;

run;

proc sort data=exclude;by pc;run;

data seifa;

merge seifa(in=A) exclude(in=B);

by pc;

if B then sv=’Cessnock etc’;

else sv=’In survey ’;

run;

*Hunter General Practice study postcodes - from Lucy Bates;
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data gp;

length pc2 $4;

input pc2;

cards;

2265

2280

2281

2282

2283

2284

2285

2287

2289

2291

2300

2302

2304

2303

2316

2337

2422

2428

2427

2430

2330

2429

;

run;

proc sort data=gp;

by pc2;

run;

* Remove MURRINDINDI postcodes - used by Womens Health program;

data wh;

length pc2 $4;

input pc2;

cards;

2337

2338

2339

2343

;

run;

data seifa;

length gp $15 sv $15 wh $30;

merge gp(in=a) seifa(in=b) wh(in=c);

by pc2;

if a then gp=’In GP’;else gp=’Not in GP’;

if c then wh=’In Womens Health’;

else wh=’Not in Womens Health’;

run;

data seifa;

set seifa;

if WH^=’In Womens Health’ and GP=’Not in GP’ and r=’ ’;

run;

* principal components;

proc princomp data=seifa cov out=Prin standard;

var se numwomen;

run;

proc sort data=prin;

by prin1 prin2;

run;

* break into control and intervention sets;
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data prin2b prin2c;

length trt $4;

set prin;

if mod(_n_,2) then do;

k1+1;

k=k1;

trt=’INTV’;

output prin2b;end;

else do;

k2+1;

k=k2;

trt=’CTRL’;

output prin2c;

end;

label k=’Group’;

label trt=’Treatment’;

run;

*re-integrate;

data seifa;

set prin2b(in=a) prin2c(in=b);

by k;

run;

proc sort in=seifa out=postcodes;

by pc;

run;

* get SLA codes;

proc sort data=regloc.locality out=loc;

by post1;

run;

data loc2;

merge postcodes(in=a) loc(rename=post1=pc);

by pc;

if a;

run;

proc sort data=loc2 nodupkey;

by locname;

run;

* merge postcodes with telephone data;

data postcodes2;

set postcodes;

length postcode $4.;

postcode=put(pc,4.);

keep postcode trt ;

run;

proc sort data=postcodes2;

by postcode;

run;

option validvarname=v7;

data phone(compress=yes);

/* takes 3-4 minutes - skip 2nd time */

set phone.aust;

where state=’NSW’;

run;

proc sort data=phone tagsort;

/* takes 5-6 minutes - skip 2nd time*/

by postcode;

run;

data frame;

/* takes 1 minute */

merge postcodes2(in=a) phone;

by postcode;

if a;
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run;

* Remove addresses that lay in cessnock;

data frame;

set frame;

if (

index(SUBURB, ’ABERDARE’) or

index(SUBURB, ’ABERMAIN’) or

index(SUBURB, ’BELLBIRD’) or

index(SUBURB, ’BIG YANGO’) or

index(SUBURB, ’BLACK HILL’) or

index(SUBURB, ’BRANXTON’) or

index(SUBURB, ’BUCHANAN’) or

index(SUBURB, ’CEDAR CREEK’) or

index(SUBURB, ’CESSNOCK’) or

index(SUBURB, ’ELLALONG’) or

index(SUBURB, ’GRETA’) or

index(SUBURB, ’HEDDON GRETA’) or

index(SUBURB, ’KEARSLEY’) or

index(SUBURB, ’KEINBAH’) or

index(SUBURB, ’KITCHENER’) or

index(SUBURB, ’KURRI KURRI’) or

index(SUBURB, ’LAGUNA’) or

index(SUBURB, ’LOXFORD’) or

index(SUBURB, ’MILLFIELD’) or

index(SUBURB, ’MULBRING’) or

index(SUBURB, ’NEATH’) or

index(SUBURB, ’NORTH ROTHBURY’) or

index(SUBURB, ’PAXTON’) or

index(SUBURB, ’PELAW MAIN’) or

index(SUBURB, ’POKOLBIN’) or

index(SUBURB, ’RICHMOND VALE’) or

index(SUBURB, ’ROTHBURY’) or

index(SUBURB, ’SAWYERS GULLY’) or

index(SUBURB, ’STANFORD MERTHYR’) or

index(SUBURB, ’TOMALPIN’) or

index(SUBURB, ’WESTON’) or

index(SUBURB, ’WOLLOMBI’)

) then delete;

run;

* Get NSW yellow pages ;

data bus ;

/* takes 1.5 minutes - skip 2nd time*/

set phone.bus;

where state=’NSW’;

strtxtra=upcase(street_xtra);

strtnumb=upcase(street_number);

strtname=upcase(street_name);

suburb=upcase(suburb);

if street_name=’ ’ or street_number=’ ’

or suburb=’ ’ then delete;

Busid=_n_;

drop street_name street_number street_xtra;

run;

* sort by address;

proc sort data=bus tagsort;

by suburb strtname strtnumb ;

/* takes 5-7 minutes - skip 2nd time*/

run;

* sort white pages by address;

data frame;

set frame;

strtxtra=upcase(strtxtra);
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strtnumb=upcase(strtnumb);

strtname=upcase(strtname);

suburb=upcase(suburb);

run;

proc sort data=frame tagsort; /* takes 1 minutes */

by suburb strtname strtnumb ;

run;

* merge in yellow pages - drop any businesses;

data frame2;

merge frame(in=a) bus(drop= postcode state in=b);

by suburb strtname strtnumb ;

if a ;

id=_n_;

run;

data frame3;

set frame2;

if strtnumb=lag(strtnumb) and

strtname=lag(strtname) and

suburb= lag(suburb) then lag=1;else lag=0;

run;

proc sort data=frame3 tagsort; /* takes 1 minutes */

by descending suburb descending strtname

descending strtnumb descending lag;

run;

data frame4;

set frame3;

if strtnumb=lag(strtnumb) and

strtname=lag(strtname) and

suburb= lag(suburb) then lag=1;

run;

* Eliminate cases that have multiple entries and are listed in

the yellow pages, excluding caravan parks and apartments;

data frame5;

set frame4;

if lag=1 and busid>. and strtnumb^=’ ’ and strtname^=’ ’ and

anzsic_code_1^=’5710’ and

index(company_name,’Caravan Park’)=0 and

index(company_name,’Apartment’)=0 then delete;

run;

* Exclude ineligible cases;

data frame6 ;

set frame5;

* exclude some titles;

if index(upcase(title),’SISTER’)>0 then delete;

if index(upcase(title),’DRS ’)>0 then delete;

* exclude general practices;

if anzsic_code_1=’8621’ then delete;

* Exclude businesses;

if stdphone=ac_phone then delete;

* exclude companies;

if

index(upcase(company_name),’ASSISTED LIVING’)>0 OR

index(upcase(company_name),’CLUB’)>0 OR

index(upcase(company_name),’SHOP’)>0 OR

index(upcase(company_name),’P/L’)>0 OR

index(upcase(company_name),’POLICE’)>0

then delete;

* exclude businesses and retirees;

if

index(upcase(strtxtra),’AERODROME’)>0 OR

index(upcase(strtxtra),’AMBULANCE’)>0 OR

index(upcase(strtxtra),’ARABIANS’)>0 OR
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index(upcase(strtxtra),’ARMY’)>0 OR

index(upcase(strtxtra),’BANK’)>0 OR

index(upcase(strtxtra),’BARACKS’)>0 OR

index(upcase(strtxtra),’BARRACKS’)>0 OR

index(upcase(strtxtra),’BIBLE’)>0 OR

index(upcase(strtxtra),’CAMP’)>0 OR

index(upcase(strtxtra),’CENTER’)>0 OR

index(upcase(strtxtra),’CENTRE’)>0 OR

index(upcase(strtxtra),’CINEMA’)>0 OR

index(upcase(strtxtra),’CLINIC’)>0 OR

index(upcase(strtxtra),’CLUB’)>0 OR

index(upcase(strtxtra),’CNTR’)>0 OR

index(upcase(strtxtra),’COLLEGE’)>0 OR

index(upcase(strtxtra),’DAIRY’)>0 OR

index(upcase(strtxtra),’DENTURE’)>0 OR

index(upcase(strtxtra),’ESTATE’)>0 OR

index(upcase(strtxtra),’EST ’)>0 OR

index(upcase(strtxtra),’EXCHANGE’)>0 OR

index(upcase(strtxtra),’FARM’)>0 OR

index(upcase(strtxtra),’FLOOR’)>0 OR

index(upcase(strtxtra),’GARDEN CITY’)>0 OR

index(upcase(strtxtra),’GOLF’)>0 OR

index(upcase(strtxtra),’HOSPITAL’)>0 OR

index(upcase(strtxtra),’HOSPTL’)>0 OR

index(upcase(strtxtra),’HOSTEL’)>0 OR

index(upcase(strtxtra),’HOUSE’)>0 OR

index(upcase(strtxtra),’HSE ’)>0 OR

index(upcase(strtxtra),’JOINERY’ )>0 OR

index(upcase(strtxtra),’KENNEL’)>0 OR

index(upcase(strtxtra),’K-MART’)>0 OR

index(upcase(strtxtra),’LODGE’)>0 OR

index(upcase(strtxtra),’LVL ’)>0 OR

index(upcase(strtxtra),’LEVEL ’)>0 OR

index(upcase(strtxtra),’MALL’)>0 OR

index(upcase(strtxtra),’MARINA’)>0 OR

index(upcase(strtxtra),’MARKET’)>0 OR

index(upcase(strtxtra),’MASONIC’)>0 OR

index(upcase(strtxtra),’MEDCL’)>0 OR

index(upcase(strtxtra),’MEDICAL’)>0 OR

index(upcase(strtxtra),’H M A S’)>0 OR

index(upcase(strtxtra),’MINE’)>0 OR

index(upcase(strtxtra),’NRSNG’)>0 OR

index(upcase(strtxtra),’NURSING’)>0 OR

index(upcase(strtxtra),’PARISH’)>0 OR

index(upcase(strtxtra),’PIGGERIES’)>0 OR

index(upcase(strtxtra),’PLZ’)>0 OR

index(upcase(strtxtra),’PLAZA’)>0 OR

index(upcase(strtxtra),’POST OFFICE’)>0 OR

index(upcase(strtxtra),’PRAYER’)>0 OR

index(upcase(strtxtra),’RESORT’)>0 OR

index(upcase(strtxtra),’RETIREMENT’)>0 OR

index(upcase(strtxtra),’RETIREMNT’)>0 OR

index(upcase(strtxtra),’RTREMENT’)>0 OR

index(upcase(strtxtra),’RETIR ’)>0 OR

index(upcase(strtxtra),’RETIRE ’)>0 OR

index(upcase(strtxtra),’RETIREM’)>0 OR

index(upcase(strtxtra),’RETRMNT’)>0 OR

index(upcase(strtxtra),’RTMNT VILLAGE’)>0 OR

index(upcase(strtxtra),’RETIR ’)>0 OR

index(upcase(strtxtra),’SARGENTS MESS’)>0 OR

index(upcase(strtxtra),’SCHOOL’)>0 OR

index(upcase(strtxtra),’SERVICE’)>0 OR
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index(upcase(strtxtra),’SHOP’)>0 OR

index(upcase(strtxtra),’SHOPNG’)>0 OR

index(upcase(strtxtra),’SHP ’)>0 OR

index(upcase(strtxtra),’SNGLE CHAN RADIO FR RNVL’)>0 OR

index(upcase(strtxtra),’SPEC 13’)>0 OR

index(upcase(strtxtra),’SPECIALIST’)>0 OR

index(upcase(strtxtra),’ST ’)>0 OR

index(upcase(strtxtra),’STUD ’)>0 OR

index(upcase(strtxtra),’SUITE’)>0 OR

index(upcase(strtxtra),’THOROUGHBRED’)>0 OR

index(upcase(strtxtra),’VETERINARY’)>0 OR

index(upcase(strtxtra),’VINEYARD’)>0 OR

index(upcase(strtxtra),’WARDENS RES-INTERNATIONAL HOUSE’)>0 OR

index(upcase(strtxtra),’WARIALDA RAIL’)>0 OR

index(upcase(strtxtra),’WHARF’)>0

then delete;

* Exclude control postcodes;

if trt=0 then delete;

run;

* Only residential numbers;

data frame7 ;

set frame6;

if left(stdphone)=:’(02)’ ;

run;

proc sort data=frame7;

by postcode;

run;

* Draw sample of size 20000 from frame ;

proc freq data=frame7 noprint;

table postcode/out=sampsize ;

run;

* get stratum sample size;

data sampsize2;

set sampsize ;

_nsize_=floor(20000*percent/100);

run;

* Draw stratified sample;

proc surveyselect data=frame7 method=srs

sampsize=sampsize2

seed=1248702 out=sample;

strata postcode;

run;

* Create CONFID;

data sample2;

length id selected eligible 8 comment $200;

length stdphone $16;

length attach $200;

set sample;

drop trt latitude longitude

ac_phone anzsic_code_1--emp_size_desc

lag ;

rename fax_ac_phone=fax;

label fax_ac_phone=’Fax number’;

rename company_name=Co_name;

label company_name=’Company name’;

rename selectionprob=Sel_prob;

label selectionprob=’Unit selection probability’;

rename SamplingWeight=sampwght;

label SamplingWeight=’Unit sampling weight’;

format fullname $20. ;

* All are eligible;

eligible=0;
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selected=1;

* Make ID variable;

ID=_N_+20000;

* remove area code since all are 02;

areacode=scan(stdphone,1,’()’);

substr(stdphone,1,length(areacode)+2)=’’ ;

* insert leading zero;

stdphone=’0 ’||trim(left(stdphone));

format stdphone $16.;

drop longitude latitude;

postcode=trim(left(postcode));

mailto=’Lucy.Bates@hunter.health.nsw.gov.au’;

copyto=’Ross.Corkrey@hunter.health.nsw.gov.au’;

attach=’d:\ivr\ivr8\recloc\r’||trim(left(put(id,5.)))||

’_email3.wav’;

noattach=’ ’ ;

subject=’Question from ’||title||’ ’||fullname ;

address=trim(strtxtra)||’ ’||

trim(left(strtnumb))||’ ’||

trim(left(strtname))||’ ’||

trim(left(suburb));

run;

* deselect duplicate tel nos and addresses;

proc sort data=sample2 ;

by stdphone;

run;

data sample2;

set sample2;

if stdphone=lag(stdphone) then do;

eligible=15;

comment=’Duplicated number’;

end;

run;

proc sort data=sample2 ;

by strtxtra strtnumb strtname suburb;

run;

data sample2;

set sample2;

if strtxtra=lag(strtxtra) & strtnumb=lag(strtnumb) &

strtname=lag(strtname) & suburb=lag(suburb)

& strtxtra^=’ ’ & strtnumb^=’ ’

& strtname^=’ ’ & suburb^=’ ’

then do;

eligible=16;

if comment=’’ then comment=’Duplicated address’;

else comment=trim(comment)||

’ Duplicated address’;

end;

run;

* Sort by postcode to minimise post costs;

proc sort data=sample2 ;

by postcode id;

run;

* create confid datasets;

libname datacati v6 ’n:\data\sascati\projects\ivr\ivr8’;

data datacati.oldconf(compress=yes label=Hunter IVR CSP);

length attach $200;

set sample2;

attach=’d:\ivr\ivr8\recloc\r’||trim(left(put(id,5.)))||

’_email3.wav’;

run;
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E.2 Information letter

The information letter sent to households is shown in Figure E.1 and the ac-
companying instruction sheet is shown in Figure E.2.
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Figure E.1: Information letter sent to households.
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Figure E.2: Instruction sheet sent to households.
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E.3 Data request to the Health Insurance Com-
mission

Request for Pap test data summary.
Contacts

Dr Lynne Hancock, (02) 4924 6365, Lynne.Hancock@hunter.health.nsw.gov.au
Mr Ross Corkrey, (02) 4924 6381, Ross.Corkrey@hunter.health.nsw.gov.au

Postal address:
Hunter Centre for Health Advancement
Locked bag 10
WALLSEND NSW 2287

Rationale
We recently conducted a campaign aimed at increasing Pap test rates in the

Hunter area. This consisted of an innovative Interactive Voice Response (IVR)
computerised system that rang 20,000 households in selected postcodes in the
Hunter area and played high quality voice recordings over the telephone. Women
responded to the system by pressing keys of their touchphones. It provided
tailored advice to women on the importance of having regular Pap tests and
encouraged underscreened women to speak to their health care provider about
a Pap test. In order to assess the efficacy of the IVR intervention, the system
only rang households in randomly selected postcodes. The Pap test rates within
the selected postcodes will be compared to rates in non-selected postcodes before
and after the IVR intervention. In order to obtain sufficient statistical power it
is essential that the Pap test rates be obtained at the postcode level.
The project forms part of Mr Ross Corkrey’s PhD thesis work and the supervisor
for the project is Dr Lynne Hancock.

Data coverage
The data should be counts of patients with the following restrictions:

1. MBS item numbers.
The following codes should be included:

73053 [Cytology of smears from cervix: (a) for detection of pre-
cancerous or cancerous changes in women with no symptoms, signs or recent
history suggestive of cervical neoplasia; or (b) due to an unsatisfactory smear
taken in the circumstances defined in para (a) above; or (c) if there is inadequate
information provided to use item 73055]

73055 [Cytology not associated with item 73053, of smears from
cervix in association with: (a) the management of previously detected abnor-
malities including precancerous or cancerous conditions; or (b) the investigation
of women with symptoms, signs or recent history suggestive of cervical neopla-
sia; each test]

73057 [Cytology of smears from vagina, not associated with item
73053 or 73055 nor to monitor hormone replacement therapy - each test]

2. Time period.
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Only services carried out in the following period should be included:

Starting: 8 October 2000
Ending: 6 January 2002

3. Area.
Only services provided for patients who reside in the postcodes:

2259, 2264, 2267, 2286, 2290, 2292, 2293, 2295, 2296, 2297, 2298, 2299, 2305,
2307, 2311, 2315, 2328, 2329, 2333, 2336, 2340, 2420, 2421, 2423, 2787, 2850.

4. Reports
We would like a final report be generated as soon possible after the end of the
data period, preferably by late January 2002. The report should include details
of the data extraction methodology used and any adjustments needed to ensure
confidentiality of the patients. The report should consist of counts of services
by patient’s residential postcode.
If privacy issues arise where it may be possible to identify individuals, counts
should be combined for consecutive months, not postcodes. This is because
combining postcodes would invalidate our data analysis.

Data format:
The data should be produced as a comma-separated file. The first line of

the file should include variable names, or a separate key should be provided.
The file should contain the following variables:

Suggested variable name Variable meaning
Date Date of service
AgeGrp Patient’s age group
RPost Patient’s residential postcode
PrevServ Previous similar service
Count Count of patients

Notes:
1. Date should be the date the Pap test was carried out. The format may be
“monyyyy” or similar. For example “FEB2001”.
2. AgeGrp should be grouped in to the groups 20-49 and 50-69. Other ages
can be ignored.
3. PrevServ should contain a code indicating whether the patients had a
similar service less than one year previous, between one and up to two years
previous, or more than two years previous, has not had a previous similar ser-
vice, or the date of a previous service is unknown. A similar service is any of
the item codes 73053, 73055, 73057.
It is suggested that the coding system to be used is: 0=‘<1year’,1=‘1-2 years’,
2=‘>2 years’, 3=‘None previous’, 4=‘Unknown’.
Where a woman has had Pap tests in more than one time period (<1 year, 1-2
years, >2 years), she should be counted in the most recent period in which she
last screened.
We are aware that data are only available for the past 5 years.
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4. Count should be the total of women who had a service classified by
the above variables. It should not be the number of procedures.

Example of the data format:
DATE, AGEGRP, RPOST, PREVSERV, COUNT

APR2000, 20 49, 2259, 0, 9
APR2000, 50 69, 2259, 0, 17
MAY2000, 20 49, 2259, 0, 12
MAY2000, 50 69, 2259, 0, 19


