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Abstract

This thesis studies the use of model predictive control (MPC) to handle power converters.

The focus is on technical and theoretical issues regarding the use of a particular class of

predictive strategy called Finite Control Set MPC (FCS-MPC). The main advantage of

this predictive strategy comes from the fact that switching actions are explicitly taken

into account as constraints on the control input of the system in the problem formulation.

Consequently, modulation stages (to handle the converter switches) are not required.

Throughout this thesis, we illustrate how to implement this predictive technique to improve

the performance, in terms of power quality and dynamic response, in some classes of power

converters. We show that FCS-MPC allows power converters to operate near to their limits

of achievable performance when.

In this thesis we also show that the benefits of using FCS-MPC can be obtained not only

to handle power converters under normal operating conditions but also to achieve fault

tolerance of these devices.

Additionally, in this thesis we present a presented a stability analysis of MPC for linear

time-invariant (LTI) systems with discrete input alphabets. Based on our theoretical

results, we also analysed stability and performance of power converters when governed by

FCS-MPC. The latter study is focused on power converters that can be modelled as LTI

systems with quantised inputs.
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Introduction

Advances in the field of power electronics have allowed engineers to manipulate electrical

energy like no other power source. This flexibility has allowed the use of electrical power

to spread to different industrial and residential applications, becoming a vital element of

modern society [1].

In general, standard electrical power sources provide energy with constant voltage ampli-

tude and constant frequency. However, some applications require this kind of energy with

different electrical parameters. In power electronics, the process to adapt the electrical

characteristic of the power supply in order to meet the application necessities is called

power conversion, while the technology which makes this possible is called power con-

verter. More precisely, power converters are electronic devices which transfer energy from

an available electrical power source to the electrical load changing the electrical charac-

teristic (voltage magnitude and/or frequency) of the source to satisfy the electrical load

requirements. The power range that power converters cover is from a few milliwatts (e.g.,

in mobile phones) to megawatts (e.g., for high voltage DC transmission) [2,3]. It is for this

reason that power converters have played an important role in the expansion of the use

of electrical power in a wide variety of application areas, including energy, transportation,

communication, medicine, mining (see [4–9]).

To meet dynamic load requirements, it is necessary to handle the power converter auto-

matically. Thus, a key element in the power conversion, in terms of power quality and

dynamic response, is the choice of a suitable automatic controller. It is in this area that
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predictive control has emerged as a promising control strategy [10,11].

Model Predictive Control (MPC) has been, for several decades, a fertile area of research

reaching significant success in industry. This popularity comes from the fact that con-

straints and non-linearities are explicitly taken into account in the problem formulation,

thereby allowing processes to operate close to their limits of achievable performance [12,13].

The focus of this thesis is on the control of power converters using a particular class of pre-

dictive strategy called Finite Control Set MPC (FCS-MPC) [10,11, 14]. Throughout this

thesis, we will show that this predictive control formulation can improve the performance

of power converters when compared to traditional modulation based control techniques.

Despite the good performance that FCS-MPC potentially offers, there still remains several

open problems; one of the most important being the lack of stability guarantees. Moti-

vated by this problem, this thesis also presents a theoretical analysis to establish stability

of FCS-MPC. This study is addressed for MPC of linear time-invariant (LTI) systems

with quantized inputs. Therefore, these results can also be used in other areas where

quantisations are present.

To put the work in context, we next give a brief review on the main control techniques

used to handle power converters focusing primarily on standard modulation based control

and MPC.

1.1 Control of Power Converters

To adapt the electrical characteristic of the power source, modern power converters utilise

solid-state switches to synthesize the desired voltage to be applied to the electrical load.

The quality of the electrical power generated by the power converter depends on the

electrical topology (i.e., the array of power switches) and the commutation strategy used

to handle the switches. It is for this reason that power converters have been in constant

development not only to obtain new advantageous architectures, but also to improve the

control techniques used [15–17].



1.1 Control of Power Converters 5

1.1.1 Traditional Control of Power Converters

In standard approaches, the power converter is considered as the actuator which applies

the required voltage given by the controller to achieve the control targets. However, due to

the nature of these systems, power converters can provide only a finite number of voltage

levels. For this reason, a modulation stage to synthesize the required converter output

voltage, in an average fashion, is normally included. The standard modulation based

control loop for power converters is depicted in Fig 1.1.

The most common switching strategy utilised to synthesize the required converter output

voltage, v(k), is the so-called pulse width modulation (PWM) technique [18,19]. Here, the

controller provides a modulation index, m(k), which is used by the modulator to handle

the converter switches, S(k), in order to obtain an average value of the required voltage,

v(k), in a switching period.

The main advantage of using a modulation stage comes from the fact that control targets

related to the electrical load and the manipulation of the converter switches to achieve

these goals are decoupled. Here, one can assume that the power converter can provide any

voltage inside a range, i.e., v(k) ∈ [vmin, vmax]. Therefore, one can implement any control

technique capable to deal with bounded inputs. Nevertheless, the control goals will only

be achieved in terms of average values.

ControllerModulation

Power
Converter

Electrical
Load

C z( )

G z( )

+
-
x
?

x k( )

Power
Source

m k( )

S k( )

v k( )
~

Figure 1.1: Standard modulation based control scheme for power converters.
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In regards to the controller, several control techniques have been implemented in order

to obtain good performance in terms of dynamic response and power quality. The most

popular being the proportional-integral (PI) controller. This is due to the fact that, since

it is a well established controller with a solid underpinnings, there exist several tools to

design it in order to obtain a desired performance. However, in cases where multivariable

control is required and constraints and non-linearities are present, performance losses are

inevitable.

To improve the performance obtained by the classic approach presented above, several

classes of control techniques have been proposed to handle power converters, such as fuzzy

logic, neural networks, sliding mode, and predictive control [10, 20–23]. In particular, the

latter has attracted significant attention in the power electronics community, as evidenced

by the several predictive control techniques proposed, showing that these methods can

outperform traditional PWM based control strategies in several applications [10,14,24–26].

1.1.2 Model Predictive Control

MPC or Receding Horizon Control (RHC) [12,13] is a control technique which calculates

the control action by solving, at each sampling instant, an optimal control problem over

a finite horizon. To do this, MPC uses a dynamic model of the system to forecast the

future system behaviour from the current system state. This generates an optimal control

sequence. Finally, the control action to be applied to the plant is the first element of

this sequence. The main advantage of MPC is that constraints and non-linearities can

be included in the optimisation. Nevertheless, a large amount of calculation is required

to obtain the optimal control sequence. For this reason, MPC is not yet used widely in

practical power converters [14]. We next show some variations of MPC which have been

considered for the control of power convertes.
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Generalised Predictive Control

To overcome difficulties in obtaining the optimal input, the so-called Generalised Predictive

Control (GPC) method can be used [27]. Here, the optimal problem is solved in two parts.

First, a predicted free response is obtained assuming that a constant control action of

zero is applied during the whole prediction horizon. Then, a forced response is obtained

by solving the optimisation problem considering the free response predictions. Thus,

the optimal input is obtained (for the linear case) by combining both results. However,

solving the optimal problem when constraints and non-linearities are included can result

in a formidable task. Additionally, GPC provides a non-quantised voltage as a solution,

thus in practice, a modulation stage is still required.

Piecewise Affine MPC

An interesting alternative approach for MPC for power converters can be found in [28,

29]. Here, the authors proposed to model the converter as a hybrid system by deriving

a piecewise affine (PWA) model. This is carried out by using a so-called ν-resolution

approximation of the switch commutation within a switching period. Afterwards, based on

this model, a constrained MPC problem is solved offline using dynamic programming [30].

The benefit of this approach comes from the fact that the optimal controller is implemented

through a lookup table. Nonetheless, deriving the optimal controller is rather complex and

the lookup table can easily comprise 50 or more entries making it unattractive for some

applications.

Finite Control Set MPC

One of the most popular predictive algorithms for power converters is FCS-MPC [10, 14]

(sometimes also referred to as Direct MPC, see [25]). The main advantage of this predictive

strategy comes from the fact that switching actions are explicitly taken into account as

constraints on the control input of the system. Consequently, modulation stages (to handle
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the converter switches) are not required. In Fig 1.2 a closed-loop block diagram of this

class of predictive strategy is presented.

To obtain the optimal switching action to be applied to the converter, a cost function

which considers the future predictive behaviour of the system as a function of the inputs

(converter switches) is used. These forecasts are obtained from a discrete-time model of

the converter along with the electrical load. Thus, the cost function is evaluated at each

sampling instant by exploring all the allowable switch combinations. Finally, the optimal

switching action to be applied in the next sampling instant is the one that minimises the

proposed cost function. The popularity of this predictive strategy comes from the fact that

when a one-step horizon is considered, the optimal problem can be easily solved online,

making this strategy one of the most attractive predictive strategies in practice [11,14]. It

is well known that choosing lager prediction horizons, in general, gives better closed-loop

performance than choosing short ones [12, 13]. Unfortunately, for FCS-MPC, obtaining

the optimal input sequence requires one to solve a combinatorial optimisation problem.

This limits the use of larger horizons in practical applications.

As evidenced in the literature, FCS-MPC has proved to be an interesting alternative to

handling power converters. Nevertheless, there still remain some unsolved issues. They

are as follows:

Power
Converter

Electrical
Load

G z( )

+
-
x
?

x k( )

Power
Source

S k( )

v k( )
~

FCS-MPC

Figure 1.2: FCS-MPC scheme for power converters.
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1. MPC has the potential to drive processes near limits of achievable performance. For

some applications, this has not been achieved yet.

2. So far, the literature has shown the benefits of using FCS-MPC to control power

converters under normal operating conditions. Nonetheless, the use of FCS-MPC to

achieve fault tolerance in power converters has not been investigated.

3. One of the main open problems for FCS-MPC is the lack of stability guarantees.

This constitutes a major weakness of this control paradigm.

1.2 Main Contribution of this Thesis

This thesis focuses on the technical and theoretical issues regarding the use of FCS-MPC

in power electronics. We will illustrate how to implement this predictive technique to

improve the performance, in terms of power quality and dynamic response, in some classes

of power converters. Additionally, we present a stability analysis of MPC for LTI systems

with quantised inputs. Our results can be used as a framework to develop stabilising

predictive strategies for power converters.

1.2.1 Extending the Performance of Power Converters

To illustrate the benefits of using FCS-MPC, we implement this predictive control strategy

to two different kind of topologies.

Multicell Converters

This class of power converters belongs to the Multilevel Converter family. In order to

generate the different output voltage levels, this converter utilises electrically floating

capacitors. It is for this reason that this topology is also known as Flying Capacitor

Converter (FCC). To achieve the multilevel characteristic it is necessary to control not

only the output current, but also the internal floating capacitor voltages. The dominant

strategy to handle FCCs is the so-called phase-shifted PWM (PS-PWM). This modulation
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technique allows floating capacitors to achieve a voltage balance in a natural manner.

However, since this is an open-loop strategy, the obtained dynamics, in general, are too

slow [31, 32]. In this thesis we will show that using FCS-MPC allows one to achieve this

control goal with a faster dynamic response than those obtained using standard PWM

based strategies. Additionally, we also show that with this predictive strategy one can

extend the number of output voltage levels by changing the traditional ratio of the floating

capacitor voltages obtained with PS-PWM. This allows one to increase the number of

output voltages levels without adding more cells.

Active Front End Rectifiers

When compared to traditional diode-based rectifiers, Active Front End (AFE) rectifiers

allow one to obtain sinusoidal input currents with low harmonic distortion, whilst at the

same time providing a regulated dc-voltage. In the literature, several predictive strategies

have been proposed to control the active and reactive power in the ac-side of the rectifier.

However, to regulate the dc-link voltage, a second control loop based on a PI controller

is still used [33, 34]. In this thesis we propose to derive compatible dynamic references

for the dc-voltage and the active power in order to smoothly achieve the control goals.

This allows one to implement the FCS-MPC strategy without requiring additional control

loops.

Continuos-Time Performance

As already stated, the control target of FCS-MPC is to minimize the system tracking

error produced at each sampling instant. Consequently, the predictive controller will op-

timize the at sample response of the converter. However, since the system states are

continuous, e.g., output current, the converter may achieve a poor continuous-time per-

formance. Therefore, it is important to analyse the continuous-time response of the con-

trolled converter when using the discrete-time control laws such as FCS-MPC. To address

this problem, in this thesis we propose to incorporate the predicted continuos-time sys-
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tem behaviour in the cost function. To facilitate the understanding of the problem and

the proposed solution, a simple architecture consisting in the output current control of a

four-quadrant chopper converter is considered.

1.2.2 Fault Tolerant FCS-MPC for FCCs

An important feature of FCCs is their ability to contain internal faults, due to the fact that

the associated capacitors seek voltage balance [35]. In this thesis we propose to use FCS-

MPC for achieving fault tolerance in FCC. The fault is identified through the measurement

of the output voltage. To do this, a suitable constraint on the switch sequence transition

is imposed. Whenever faults are detected, the proposed controller isolates the faulty cell

and adapts capacitor voltage references in order to maintain the number of output voltage

levels. The results obtained show that the proposed FCS-MPC strategy provides output

voltage characteristics, which closely resemble those obtained under normal operating

conditions. This is an important result which shows that FCS-MPC can outperform

standard PWM control strategies by achieving fault tolerance.

1.2.3 Closed Loop Stability of FCS-MPC for Linear Systems

While stability of convex MPC formulations is relatively well understood, less is known in

the finite alphabet case. In [36], stability analysis of a receding-horizon formulation for LTI

systems with quantised inputs has been presented. The focus of [36] is on characterising the

region of attraction of the predictive controller. The stability analysis in [37] is based on

designing a final state weighting term using an algebraic Lyapunov equation. The main

disadvantage of the stability analyses in [36, 37] is their limitation to open-loop stable

systems. Moreover, the origin is required to belong to the control alphabet. Nonetheless,

as will be shown in this thesis, this is not the case for most power electronics applications.

Therefore, the analyses presented in [36, 37] can not be, in general, applied in power

electronic.

Motivated by the lack of stability guarantees of FCS-MPC, in this thesis we present a
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stability analysis of MPC for LTI systems with a discrete (finite) input alphabet. A key

observation is that when system inputs are restricted to belong to a discrete (finite) set,

in general, the best one can hope for is to obtain bounded state trajectories. Therefore,

we will focus on practical stability, i.e., ultimate boundedness of solutions. To do this, we

consider the (quadratic) MPC cost function as a candidate practical-Lyapunov function

and design the terminal cost by using an algebraic Riccati equation. As will be shown in

this thesis, our analysis can be applied to both open-loop stable and open-loop unstable

LTI systems. It is important to emphasise that our results are not limited only to power

converters; in fact, they can be used in any application where the inputs are affected by a

quantisation process.

Furthermore, we show how to design a quadratic cost function in order to guarantee the

stability of FCS-MPC when it is applied to a specific class of power converters. The

key idea of our proposal is to model power converters as LTI systems with a quantised

input. Thus, our stability results of MPC for LTI systems with discrete (finite) set can be

applied to guarantee practical stability and characterize the performance of the controlled

converter.

1.3 Thesis Overview

This thesis is presented in the form of a series of published and submitted manuscripts

where each chapter is self-contained. This work is comprised of two major parts: (i)

applications of FCS-MPC in power converters (Chapters 2, 3, and 4) and (ii) stability

analysis of MPC with discrete (finite) control set (Chapters 5 and 6). The chapters are

summarised as follows:

Chapter 2

In this chapter, FCS-MPC strategy is implemented to control a three-cell FCC in order to

extend the output voltage levels. This is achieved by changing the traditional ratio of the

flying capacitor voltages. For this configuration, one can obtain 4 different voltage levels
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when using the standard phase-shifted PWM technique. With our proposal, it is possible

to extend this to a maximun of 8 different voltage levels, even for high power factor loads.

Experimental results are provided to illustrate the benefits of our proposal.

Chapter 3

In this chapter a predictive control strategy for of AFE is proposed. The diference of our

proposal when compared to previous predictive algorithms for AFEs is the fact that it

does not require a second control loop to regulate the dc-voltage. The key novelty of our

approach lies in the way that compatible dynamic references for the dc-voltage and the

active power are derived in order to smoothly achieve the control goals. To validate the

proposed predictive strategy, experimental results are provided.

Chapter 4

The continuous-time performance obtained when power converters are governed by FCS-

MPC is analysed in this chapter. Here, it is shown that FCS-MPC, in general, provides a

non-zero steady-state error. This is due to the fact that this predictive strategy only seeks

to minimise the system tracking error at the sampling instants. To overcome this problem,

we propose to modify the cost function in order to take into account the continuous-time

behaviour of the system also during the inter-sampling times. As an illustrative example,

we analyse the continuous-time behaviour of a four-quadrant chopper when governed by

FCS-MPC. Experimental and simulation results are provided to illustrate the benefits our

proposal.

Chapter 5

Here, a predictive formulation for achieving fault tolerance in FCC is presented. The idea

of this application is to detect and identify internal cell faults by only taking measurement

of the converter output voltage. To make the internal fault observable, a suitable constraint

on the switch sequence transition is imposed in the optimal problem. This allows the

controller to identify and isolate the faulty cell. As a remedial action, the proposed
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controller adapts the capacitor voltage references in order to maintain the original number

of output voltage levels. The results obtained show that the proposed predictive strategy

provides output voltage characteristics which closely resemble those obtained under normal

operating conditions.

Chapter 6

As already summarised in Chapters 2, 3, 4, and 5, throughout this thesis we show that

FCS-MPC is an interesting alternative to handle power converters. However, stability of

this strategy still remains as an open problem. Motivated by this issue, in this chapter we

present a stability study of MPC with a quadratic cost function for LTI systems with a

discrete input alphabet. Since these kinds of systems may present a steady-state error, the

focus is on practical stability, i.e., ultimate boundedness of solutions. To derive sufficient

conditions for practical stability and characterise the ultimately invariant set, we adapt

tools used for convex MPC formulations.

Chapter 7

Here, a stability and performance analysis of FCS-MPC for power converters is presented.

This study is based on the results presented in Chapter 6. The key idea of our analysis

is to model power converters as LTI systems with quantised inputs. Therefore, it is

possible to use Lyapunov stability concepts to design the MPC cost function in order to

guarantee practical stability and characterise the performance of the controlled converter.

In addition, we also establish bounds on the steady state behaviour of such systems. As

illustrative examples, we apply our results to two converters topologies, namely, a buck

dc-dc converter, and a two-level dc-ac inverter.

Chapter 8

A summary of the contributions of this thesis and a discussion on future directions for the

research are presented in this chapter.
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2

Model Predictive Control of an

Asymmetric FCC

2.1 Introduction

By using medium voltage semiconductors, Multilevel converters are capable of attaining

the high power levels required by nowadays industrial applications, see, e.g., [38–41] and

the many applications reported in [42–47]. One of the most important Multilevel converter

topologies is the Flying Capacitor Converter (FCC), also known as Multicell [40]. This

topology and its derivations have been the focus of many works [31,48,49], most of them

related with flying capacitor voltage balance (or control). For example, in [31] it has

been demonstrated that in steady-state operation, and using Phase-Shifted Pulse-Width-

Modulation (PS-PWM), the capacitor voltage of cell n tends to stabilize its value at n

p.u., where 1 p.u. corresponds to the voltage of cell 1 capacitor (see Fig. 2.1).

In [50] it has recently been shown how the natural balancing process can be significantly

accelerated by actively controlling the capacitor voltages using Finite-Control-Set Model

Predictive Control (FCS-MPC). As in other MPC algorithms, see, e.g., [51–54], in [50] the

actuation signal is chosen to minimize a cost function, which quantifies a tracking error.

A key aspect of FCS-MPC, as used in [50, 55–57], is that the fact that force-commutated

converters can generate a finite number of actuation values is explicitly taken into account.

Thus, the optimal switching combination, i.e., that which minimizes the cost function,

can be found by searching over a finite set. An advantage of FCS-MPC methods is that
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the cost function can merge in a single expression electrical and non-electrical variables,

e.g., tracking of currents, balancing of capacitor voltages and semiconductor switching

frequency [58].

While most work on the FCC topology deals with balancing of the flying capacitor volt-

ages, in [59] it was shown that, if the flying capacitors are replaced by dc-sources with

a non-traditional ratio, then the number of output voltage levels can be increased. This

opens the possibility to design output voltages with lower distortion. Another consequence

of operating FCC in non-balanced modes lies in that redundant states decrease and the

currents provided by the floating dc-sources have a non-zero average value. This charac-

teristic is analyzed in [48] where the dc-sources are replaced by capacitors. More precisely,

in [48] it is established that, for a three-cell inverter, the operation can be sustained only

if the output voltage levels are 4 or 5, while the operation with 6, 7 and 8 levels is suitable

only for reactive power compensation.

In the present work we develop an FCS-MPC technique for the FCC topology. In our

approach, floating capacitor voltages are controlled. In particular, the strategy enables

one to force non-traditional voltage ratios and increase the number of levels up to 8 (the

theoretical maximum). At the same time, the FCS-MPC controls the output currents

obtaining good tracking and a high output power factor. Experimental results for a 2 kW

prototype illustrate the performance of the proposed algorithm.
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Figure 2.1: Three-cell Flying Capacitor inverter leg.
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Nomenclature

yj Variable y at instant j.

yx Variable y of the respective x output phase, where x ∈ {a, b, c}.

y Measured value of variable y.

Y Constant or average value of y.

sij Switch state under evaluation, where sij ∈ {0, 1}.

Sij Switch state applied, where Sij ∈ {0, 1}.

2.2 The Flying Capacitor Converter

FCCs have emerged as an attractive multilevel topology for medium voltage application.

The main reason is that, unlike cascade multicell converters [41], these converters do not

require isolated dc sources, and hence bulky multi-secondary transformers. FCCs also

exhibit good performance when operating under internal fault conditions [35].

The present work is focused on a three-phase FCC feeding a resistive-inductive load, as

depicted in Fig. 2.2. Each output phase is based on a three-cell FCC topology, see Fig. 2.1.

Each cell is a modular structure composed of one capacitor Cjx and two switches Sjx and

Sjx, which work in a complementary way. This avoids short circuits between the flying

capacitors of different cells and open circuiting the load.

The internal FC equations per phase can be expressed as:

vxn(t) =S3x(t)vdc −
(
S3x(t)− S2x(t)

)
vc2x(t)−

(
S2x(t)− S1x(t)

)
vc1x(t) (2.1)

ic1x(t) = ix(t)
(
S2x(t)− S1x(t)

)
(2.2)

ic2x(t) = ix(t)
(
S3x(t)− S2x(t)

)
(2.3)

vc1x(t) =
1

C1

∫ t

−∞
ic1x(τ) dτ (2.4)

vc2x(t) =
1

C2

∫ t

−∞
ic2x(τ) dτ, (2.5)
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Figure 2.2: Three-phase three-cell FCC.

whereas the load equations are given by:

Rix(t) + L
dix(t)

dt
= vxn − von (2.6)

von(t) =
van(t) + vbn(t) + vcn(t)

3
. (2.7)

In the above expressions, vxn, ic1x and ic2x are discontinuous functions, which depend on

the switching state of the converter, as detailed in Table 2.1.

Table 2.1: Switching Combinations for a Three-cell Inverter Leg.

S3x S2x S1x vxn(t) ic1x(t) ic2x(t)

0 0 0 0 0 0

0 0 1 vc1x(t) −ix 0

0 1 0 vc2x(t)− vc1x(t) ix −ix(t)

0 1 1 vc2x(t) 0 −ix(t)

1 0 0 vdc − vc2x(t) 0 ix(t)

1 0 1 vdc − vc2x(t) + vc1x(t) −ix(t) ix(t)

1 1 0 vdc − vc1x(t) ix(t) 0

1 1 1 vdc 0 0
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The most commonly used capacitor voltage ratio is vdc : vc2x : vc1x = 3:2:1. In this case,

and according to Table 2.1, the inverter output voltage per phase reaches a maximum of 4

levels, using the eight possible switch combinations. It is worth noting that some voltage

levels can be generated by multiple switch combinations, i.e, there is a certain degree of

redundancy in the switching state combinations. These redundant states can be used to

control the capacitor voltages, and hence to keep them at the desired ratio.

In [59] is is proposed to use different ratios in order to increase the number of levels (not

the power), and hence increase the quality of the output currents. The main disadvantage

of this approach is that the redundancy decreases (see Table 2.2), so the control of the

capacitor voltages requires additional control effort.

In [48] a simple algorithm to control the capacitor voltages is proposed. First, a PWM

modulator selects a desired voltage level, and taking into account the output current, the

redundant switch combination which reduces the capacitor voltages error is applied. This

Table 2.2: Number of Redundant States per Voltage Level for Different Capacitor

Voltages Ratios.

Voltage ratio vdc : vc2x : vc1x

Level 3:2:1 4:2:1 5:3:1 6:3:1 7:3:1

0 1 1 1 1 1

1 3 2 1 1 1

2 3 2 2 1 1

3 1 2 2 2 1

4 – 1 1 1 1

5 – – 1 1 1

6 – – – 1 1

7 – – – – 1
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allows operation with 4 and 5 output voltage levels for a wide range of output power

factor (PF). However, for 6, 7 and 8 output voltage levels, the PF is below 0.5. Thus,

the technique of [48] is mainly applicable for highly reactive loads. Overcoming these

limitations constitutes the main motivation for developing the controller to be presented

in the following section.

2.3 FCS-MPC of an Asymmetric FCC

In this section, we present a model predictive control method for the three-phase FCC

topology depicted in Fig. 2.2. Key to our proposal is the fact that not only output

currents, but also capacitor voltages are controlled. In particular, the ratios of capacitor

voltages can be regulated to non traditional values. This increases the number of output

voltage levels and, thus, reduces the harmonic content in the output current.

2.3.1 Overview

The proposed controller fits into the general framework of Finite-Control-Set Model Pre-

dictive Control, as described, e.g., in [10,37,55–57]. It operates in discrete time with fixed

sampling period ∆ and directly provides the switching states to be implemented at the

converter. Consequently, no intermediate modulation stages are needed, cf., [51–53].

At each discrete time instant k, first measurements of the capacitor voltages, vkc1x and vkc2x,

and output currents, ikx, of each phase x ∈ {a, b, c} are taken. These measurements are

then used by the controller to decide upon the switch states which are to be implemented

at time k + 1. We note that the effect of the latter will be observed only at time k + 2.

2.3.2 Optimization Criterion

As foreshadowed in the introduction, the proposed controller chooses the switch states to

be implemented at time k + 1, namely Sk+1
ix , i ∈ {1, 2, 3}, through minimization of the

following cost function:

gk = gka + gkb + gkc , (2.8)
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where:

gkx =
(
i∗x − ik+2

x

)2
+Wvc1

(
v∗c1 − vk+2

c1x

)2
+Wvc2

(
v∗c2 − vk+2

c2x

)2
, x ∈ {a, b, c}. (2.9)

In (2.9), variables with superscript ∗ are reference values corresponding to time k + 2,

whereas the weighting factors Wvc1 and Wvc2 give the control designer two degrees of

freedom to improve tracking of capacitor voltages and/or output currents.

2.3.3 Control Calculations

To minimize the cost function gk defined above, the model predictive controller examines

all possible switching states Sk+1
ix explicitly. As the FCS-MPC requires an important

number of calculations, the associated delay must be taken in to account. Therefore, it is

convenient to separate control calculations as follows:

1. Given measurements and switching states Skix at time k, calculate capacitor voltages

and output currents at time k + 1. We will call this the Estimation Step.

2. Given the results of the Estimation Step, evaluate the effect of switching states Sk+1
ix

on gk. We will refer to this as the Prediction Steps.

Fig. 2.3 depicts the situation. Both the Estimation Step and the Prediction Steps use

discrete time recursions which are derived from the FCC model presented in Section 2.2.

We will next give further details on the control calculations.
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Figure 2.3: Control Calculations Timeline: measurement, estimation and predic-

tion.
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Estimation Step

The switch values Skix (which were calculated at time k − 1) are kept constant during the

sampling period ∆. Thus, the capacitor voltages and output currents at instant k+ 1 can

be approximated by the following discretization of (2.1)-(2.7):1

vk+1
xn = Sk3xVdc − (Sk3x − Sk2x)vkc2x − (Sk2x − Sk1x)vkc1x (2.10)

vk+1
on =

vk+1
an + vk+1

bn + vk+1
cn

3
(2.11)

To obtain an expression for the output currents at k+ 1, it is assumed that the capacitor

voltages change slowly, when compared to the output currents. This gives:

ik+1
x = Kai

k
x +Kb(v

k
xn − vkon), (2.12)

where the constants Ka and Kb are given by:

Ka = e−∆R
L , Kb = (1−Ka)

1

R
,

in accordance with (2.6). Finally, a trapezoidal discretization of (2.4) and (2.5) is used:

vk+1
c1x = vkc1x +

∆

2C1

(
ik+1
x + ikx

)(
Sk2x − Sk1x

)
vk+1
c2x = vkc2x +

∆

2C2

(
ik+1
x + ikx

)(
Sk3x − Sk2x

) (2.13)

The above values are used as a starting point for the Prediction Steps described below.

Prediction Steps

In the Prediction Steps, the effect of the decision variables Skix on gk, is evaluated. To

minimize gk, in principle, all possibilities for Skix need to be examined. Each three-cell

FCC output phase can generate up to eight different switching states. Since the output

phases interact through the load neutral point by von, this leads to a total of 83 = 512

possible combinations. The associated predictions need to be evaluated for all possibilities

on-line and at every discrete time instant. Thus, the computational burden may be too

high for many practical applications.

1Note that the main dc-link voltage vdc is assumed as a constant value and is not included as a measured

quantity.
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To reduce computation times, in this work we propose to ignore the interaction through the

load neutral point in the Prediction Steps (note that these interactions are are explicitly

taken into account in the Estimation Step). Consequently, to quantify the impact of the

future switch combinations, we regard each output phase as an isolated unit. This gives

a search space having only 3 · 8 = 24 elements.

The same discretization used in the Estimation Step is also used for the predictions. The

only difference is that von is set to zero, yielding:

vk+2
xn = sk+1

3x Vdc − (sk+1
3x − s

k+1
2x )vk+1

c2x − (sk+1
2x − s

k+1
1x )vk+1

c1x
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x = Kai

k+1
x +Kbv

k+1
xn

vk+2
c1x = vk+1

c1x +
∆

2C1

(
ik+1
x + ik+2

x

)(
sk+1

2x − s
k+1
1x

)
vk+2
c2x = vk+1

c2x +
∆

2C2

(
ik+1
x + ik+2

x

)(
sk+1

3x − s
k+1
2x

)
. (2.14)

Resultant Optimization Algorithm

The FCS-MPC proposed requires evaluating the estimation equations (2.12) and (2.13)

once, and the prediction equations (2.14) eight times per phase. The switch combination

which gives the lowest value of gk will be applied at the beginning of the next sampling

time, i.e., at k+ 1. Fig. 2.4 shows a flow diagram of the resultant optimization algorithm.
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Figure 2.4: Flow diagram for the x phase (x = a, b, c).
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2.4 Experimental Results

To test the FCS-MPC strategy developed in Section 2.3, a 2 kW prototype of the topology

of Fig. 2.2 was built based on discrete IGBTs IRG4PC30KD. The most relevant prototype

parameters are presented in Table 2.3. The converter was controlled by a digital platform

which uses a TMS320C6713 DSP for the proposed control algorithm and an XC3s400

FPGA for driving the peripheral devices, including ADC and trigger pulses. This digital

system performs the complete FCS-MPC algorithm in 18µs. However, the sampling time

was set to only 15 kHz in order to reduce the commutation frequency of the converter

IGBTs. This is comparable with traditional sinusoidal PWM schemes, which requiere a

lower calculation power but can not control the dc-link voltages ratio. A deeper comparison

is available in [57].

2.4.1 Design of Capacitor Voltage Ratio

Fig. 2.5 shows the converter behavior at different voltage ratios. As the number of levels

increases the number of redundant states decreases, as mentioned before. In order to keep

the capacitor voltages controlled, the FCS-MPC controller uses some unexpected switch

combinations, or spikes, introducing additional high frequency components. However, due

to the low-pass filter characteristic of the load, those components have only a minor effect

in the output currents, see Fig. 2.5(c). As can be observed in Fig. 2.5(b1), there are no

spikes for the 3:2:1 operation, since all levels used by the flying capacitors have redundant

Table 2.3: Main Prototype Parameters

Param. Value Param. Value

Vdc 400 V R 35 Ω

C1 750 µF L 20 mH

C2 750 µF PF@50 Hz 0.98

C3 900 µF fm = 1/∆ 15 kHz
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Figure 2.5: Operation at different capacitor voltages ratios: (a) Capacitor volt-

ages; (b) Inverter output voltage; (c) Output currents.

combinations. When operating with ratio 5:3:1, the spikes appear around levels 1 and 5

[Fig. 2.5(b2)], which, according to Table 2.2, do not have redundant states. Finally, when

operating with ratio 7:3:1, where no redundant states exist for any level, the spikes are

equally distributed along the van waveform, see Fig. 2.5(b3).

Table 2.4 summarizes the capacitor voltage references used to achieve the different oper-

ation ratios.

Table 2.4: Comparison of the FCS-MPC at Different Capacitor Voltages Ratios.

ratio vdc vc1x vc2x vdc − vc1x vc2x − vc1x

3:2:1 400 V 133 V 266 V 133 V 133 V

5:3:1 400 V 80 V 240 V 160 V 160 V

7:3:1 400 V 57 V 171 V 229 V 114 V
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It is worth noticing that operation with a non-traditional ratio allows one to use flying

capacitors rated at a lower voltage. However, switches must be rated at a higher value, as

given by the voltage difference between capacitors of adjacent cells. Thus, from a converter

construction point of view, the selection of the voltage ratio will depends on the cost of

semiconductors vs. capacitors. For example, when comparing 5:3:1 operation with 3:2:1

operation, we have that the capacitor voltage rate is reduced by 40% and by 10% for C1

and C2, respectively, whereas semiconductors voltage rate is increased by 20%.

Finally, Fig. 2.5(c) shows the current waveforms obtained for the different operation ratios.

It can be observed that the currents are overall very similar. However, as the number of

output levels increases, the high-frequency distortion increases, too. On the other hand,

as the number of voltage levels decreases, the low-frequency distortion increases. The

calculated THDc confirms that, with the present strategy, the best current waveform is

obtained by setting the capacitor voltage ratio to 5:3:1.

The current spectra for the three operation ratios are shown in Fig. 2.6 and confirm that

the currents are very similar. However with a larger number of levels, the distortion

at lower frequencies tends to be lower and the distortion at higher frequencies tends to

increase. Interestingly, the spectra are not concentrated as with traditional PWM mod-

ulators, the latter having a higher concentration around fm/2 and fm. It is also worth

noting that all the harmonics have a magnitude lower than 1%, most of them being below

0.3%.

We emphasize that previous works only allow for a maximum operative power factor of

0.3 for 6-level and 0.05 for 8-level operation [48]. The present results where obtained with

a load power factor of 0.98. This represents an increase of 320% and of 1960% for 6-level

and 8-level operation, respectively.

2.4.2 Parameters Sensitivity

It follows from (2.10)–(2.14) that the FCS-MPC requires information about the converter

parameters to carry out the estimation and prediction calculations needed for finding the



2.4 Experimental Results 31

0

-1

-0.2

-0.4

-0.6

-0.8

-1.2

-1.4

-1.6

-1.8

2

1.5

1

0.5

0

-0.5

-1

-1.5

200 400 600 800 10000 6 8 10 12 14 16 18

O
u
tp

u
t

C
u
rr

en
t

S
p
ec

tr
a

[l
o
g

(%
)]

1
0

Frequency [kHz]Frequency [Hz]

(a)

(b)

(c)

2

1.5

1

0.5

0

-0.5

-1

-1.5

O
u
tp

u
t

C
u
rr

en
t

S
p
ec

tr
a

[l
o
g

(%
)]

1
0

2

1.5

1

0.5

0

-0.5

-1

-1.5

O
u
tp

u
t

C
u
rr

en
t

S
p
ec

tr
a

[l
o
g

(%
)]

1
0

0

-1

-0.2

-0.4

-0.6

-0.8

-1.2

-1.4

-1.6

-1.8

0

-1

-0.2

-0.4

-0.6

-0.8

-1.2

-1.4

-1.6

-1.8

Figure 2.6: Output current spectra for voltage ratios: (a) 3:2:1; (b) 5:3:1;

(c) 7:3:1.

optimal switching combination for the next step. Therefore, it is important to test the

controller behavior under parameter changes.2

Fig. 2.7 shows the converter operation for a large distortion in the main dc-link voltage

vdc.

2Even though it is possible to extend the proposed algorithm in order to work with resistive-inductive-

active loads R-L-e, for the sake of brevity, tests are applied only to a resistive-inductive load R-L. Mismatch

in the load voltage parameter did not affect in a significant way the overall behavior of the converter.
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This value is not measured by the control system. Consequently, even if vdc has a ripple of

±50 V, the FCS-MPC algorithm assumes that Vdc = 400 V. This amounts to a mismatch

of 12.5%. As shown in Fig. 2.7(b), the ripple in vdc does significantly affect the inverter

output voltage waveform. Nevertheless, the controller is able to keep the flying capacitor

voltages at their reference values without any perceptible ripple, see Fig. 2.7(a). The

output currents show a minor distortion of ±0.15 A, which corresponds to a tracking error

of only 3.75%.

A usual problem in electrical machines is to estimate the load resistor R, since it changes,
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e.g., with the temperature. Fig. 2.8 shows the behaviour of the converter for a change on

the resistive component of the load from 35Ω to 47Ω, i.e., the controller works with an

underestimated value about 35%. As can be seen in Fig. 2.8(a), no significant changes

are observed in the dc-link voltages. The inverter output voltage, shown in Fig. 2.8(b),

automatically increases its modulation index, in order to keep the currents controlled, see

Fig. 2.8(c). A minor reduction in the output current magnitude of about 5% (less than

0.2A) can be noticed. This effect is small, when compared to the parameter mismatch.
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Finally, the mismatch parameter estimation effect on the inductive component of the load

is investigated. The MPC algorithm uses an estimated inductor value of L=15mH. On the

right hand side of Fig. 2.9, the real inductor value is 50% lower than that used for control

calculations, while on the left hand side of Fig. 2.9 an inductor which is 50% higher is used.

As expected when a lower inductance value is used, a higher ripple in the load current is

observed. However, the fundamental component of the current is the same in both cases.

Similarly, the capacitor voltages do not present any significant difference. The inverter

output voltages are accommodated to keep the output current to the desired values.
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2.4.3 Dynamic Performance

An important aspect of any control system is its dynamic response to reference changes.

Fig. 2.10 shows the system behavior for a current reference step from 4 A to 2 A peak. As

in results documented above, although the main dc-link voltage vdc slightly increases its

value due to the reduction in the output power, the proposed control algorithm manages

to keep the flying capacitor voltages at the desired values, see Fig. 2.10(a). The inverter

output voltage reduces its RMS value and the number of levels used, as can be observed in

Fig. 2.10(b). This change clearly affects the output currents, which rapidly change their
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Figure 2.10: Waveforms for a current reference step from 4 A peak to 2 A peak:

(a) Capacitor voltages; (b) Output voltage; (c) Output currents.
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values in order to follow the new reference. Moreover, it is possible to see, how at the step

instant, the inverter applies the maximum voltage vdc to the inverter output voltage van

forcing the current ia to decrease its value at maximum speed, see Fig. 2.10(c).

Changing the flying capacitor voltages is not usual in traditional applications. However,
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Figure 2.11: Transition from 5:3:1 to 7:3:1 capacitor voltage ratio: (a) Capacitor

voltages; (b) Output voltage; (c) Output currents.
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it illustrates how flexible the proposed controller can be. Fig. 2.11 shows the transition

from the 5:3:1 to 7:3:1 ratio. In absolute values, vc1x changes from 80 V to 57 V while

vc2x changes from 240 V to 171 V, in approximately 80ms. The output voltage vao in

Fig. 2.11(b) reflects the change in the capacitor voltages, when changing the number of

levels from 6 to 8. Note that, in the transient, the levels are not clearly defined. While the

output currents change their magnitude forcing the capacitor voltages to their new values,

the currents stay sinusoidal, see Fig. 2.11(c). Once the capacitor voltages reach the new

reference values, the output currents reach their references, too.

2.5 Conclusions

FCC are complex systems due to the high number of semiconductors and electrical rela-

tionships. In this work we have proposed an FCS-MPC strategy to achieve an increase in

the possible output voltage levels and, thus, obtain better output waveforms. To keep the

computational burden low, in our formulation we have used a simplified converter model.

Nevertheless, the FCS-MPC method developed gives excellent performance, even when

large parameter mismatch occurs. Indeed, a significant advantage of the algorithm pre-

sented is the reduction of the output current distortion, and the good dynamic behaviour

of the output currents and the flying capacitor voltages under reference changes.

The proposed controller gives good performance with a high load power factor even for

8-level operation of the converter. This clearly improves upon previously reported op-

eration limits. To reach these new FCC operation modes, the FCS-MPC applies brief

voltage spikes which allow one to control the capacitor voltages levels. Those spikes have

only a minor effect on the output currents, due to the low-pass frequency characteristic of

the load. The best output currents were obtained for the 6-level operation (5:3:1 voltage

ratio), where voltage waveforms have fewer spikes than with 8-level operation. Also, from

a constructive point of view, operating at a 5:3:1 voltage ratio seems to constitute a good

compromise between required capacitor voltage rates and IGBT blocking capability rates.
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3

MPC of an AFE Rectifier with

Dynamic References

3.1 Introduction

In many industrial applications active front-end rectifiers (AFEs) have emerged as an

attractive topology. When compared to traditional diode-based rectifiers, AFEs allow one

to obtain sinusoidal input currents with low harmonic distortion, whilst at the same time

providing an regulated rectifier voltage. Moreover, the amount of reactive power drawn

from the source can be manipulated in order to reach a unity power factor at the input

(see, e.g., [60–62]), or also to compensate lack of reactive power in the source grid; see [63]

and the references therein. Another area where AFEs play an important role is when a

reduction of harmonic distortion is sought. In fact, this converter is of widespread use

as an active filter in which case the AFE is connected in parallel to the non-linear load

thereby generating the harmonic currents necessary to reduce the pollution in the source;

see, e.g., [64].

For the control of AFEs, different methods based on pulse-width modulation (PWM)

techniques exist. The most popular algorithms use voltage-oriented control (VOC), and

various forms of direct power control (DPC), see, e.g., [33, 65–67]. The VOC approach

works in the d-q reference frame using two control loops: The external loop is based on

a Proportional Integral (PI) controller which seeks to compensate the dc-voltage error by

generating the direct current reference. The internal loop reduces the dq-current error
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by using two PI controllers. These generate dq-voltages which are utilised to produce

the associated space vector modulation. DPC techniques also require two control loops,

but in a different manner: With DPC, the external controller seeks to compensate the

dc-voltage error by directly generating the power reference for an internal control loop. In

the standard approach, as described, e.g., in [65], the switching actions are obtained from

a table lookup, which takes into account not only the dc-voltage error, but also active and

reactive power estimates. Other types of DPC are based on the use of external modulators,

see [33,66,67].

The main drawback of both VOC and DPC methods is the need for local linearizations

for the linear control design part. The latter issue was investigated recently in [68].

Over the last decade, model predictive control (MPC) strategies have emerged as a promis-

ing control technique for power electronics applications; see, e.g., [10, 26, 28, 69, 70]. The

main advantage of these predictive strategies, when compared to traditional PWM meth-

ods, derive from the fact that switching effects can explicitly be considered without approx-

imations. For example, so called Finite Control Set MPC formulations (sometimes also

referred to as Direct MPC, see [25]) have been presented, for example, in [14,71,72]. Here

a switching model of the converter is used to minimize a running cost function through

exploration of the different switch combinations. The switching action to be applied at

the next sampling instant is that which minimizes the cost function. The latter can be

chosen to reflect various control objectives. In addition to input currents, one can focus

on other issues including current spectra [57] and number of commutations; see, e.g., [73].

An MPC-based direct power control method for AFEs was presented in [34]. A key issue

which arises when controlling an AFE is that, unavoidably, dc-voltage and active power

levels are coupled. Thus, is is necessary to find compatible references for these variables.

For that purpose, in [34] the active power reference is obtained from an external PI-

controller which is designed to compensate dc-voltage errors. The predictive controller

then provides switching actions to track the desired active and reactive power references

at the input. Not surprisingly, tuning the external PI controller needed in [34] becomes a

difficult task, due to the discrete-time switching nature of the converter.
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The present work proposes an MPC formulation for closed loop control of AFEs. The key

novelty of our method is that it is capable of providing suitable references for the source

active power and the rectified voltage, without requiring additional control loops. The

method presented is formulated in discrete-time, uses a state-space model of the converter

and directly provides the switching action to be applied. As documented by experimental

results on a lab-prototype of 500[W], our formulation allows one to incorporate restrictions

on maximum power levels, without incurring any loss of performance due to windup issues,

which are typical in PI-control loops, see also [74].

The remainder of this manuscript is organized as follows: In Section 3.2 we give a dynamic

model of the AFE rectifier. Section 3.3 presents the cost function chosen. In Section 3.4 we

show how a compatible reference can be formulated. Simulation studies and experimental

results are included in Section 3.5. Section 7.7 draws conclusions.

3.2 AFE Rectifier

In the present work, we focus on the AFE rectifier shown in Fig. 3.1. As can be seen

in that figure, the rectifier is a three-phase fully-controlled bridge consisting of 6 power

transistors connected to a three-phase power source vs by means of a filter. The latter

is represented by an inductance Ls and the parasitic resistance rs. The neutral point is

electrically floating.

ir

Cdc

sa sb

Rdc
vdc

+

-

sc

sa sb sc

rsLsvsa isa
vsb isb
vsc isc

ic idc

vra
vrb

vrc

Figure 3.1: Active front-end rectifier with floating neutral point
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3.2.1 Continuous Time Model

We will adopt an abc-frame, as presented in [75], and suppose that the three-phase source

voltages vsa, vsb and vsc are symmetric, so that in the AFE, we have:

vsa(t) + vsb(t) + vsc(t) = 0 (3.1)

isa(t) + isb(t) + isc(t) = 0 (3.2)

at all times t ∈ R. Thus, the source current obeys

disa(t)

dt
=

1

Ls
vsa(t)−

rs
Ls
isa(t)−

1

3Ls

(
2sa(t)− sb(t)− sc(t)

)
vdc(t)

disb(t)

dt
=

1

Ls
vsb(t)−

rs
Ls
isb(t)−

1

3Ls

(
− sa(t) + 2sb(t)− sc(t)

)
vdc(t),

(3.3)

for all t ∈ R and where the switch variables sa(t), sb(t) and sb(t) are equal to 1, if at

time t the associated switch is conducting, and equal to zero, if it is blocking current.

Consequently, the active source power can be expressed via:

Ps(t) = vsa(t)(2isa(t) + isb(t)) + vsb(t)(2isb(t) + isa(t)). (3.4)

To obtain a dynamic model for the rectified voltage vdc(t), we note that the currents on

the rectifier side are described via:

ir(t) = (sa(t)− sc(t))isa(t) + (sb(t)− sc(t))isb(t)

idc(t) =
vdc(t)

Rdc

ic(t) = ir(t)− idc(t).

(3.5)

Consequently, the dynamics of vdc(t) is characterized via:

dvdc(t)

dt
=

1

Cdc

((
sa(t)− sc(t)

)
isa(t) +

(
sb(t)− sc(t)

)
isb(t)−

1

Rdc
vdc(t)

)
, ∀t ∈ R. (3.6)

Finally, the active power in the rectifier side can be expressed as follows:

Pr(t) = ((sa(t)− sc(t))isa(t) + (sb(t)− sc(t))isb(t)) vdc(t). (3.7)
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3.2.2 Discrete Time Model

The MPC algorithm to be developed operates in discrete time with fixed sampling period

h > 0. To obtain a discrete time model of the system, we introduce

is(k) ,

isa(k)

isb(k)

, vs(k) ,

vsa(k)

vsb(k)

, s(k) ,


sa(k)

sb(k)

sc(k)

,
where k ∈ N refers to the sampling instants kh. An Euler approximation of the continuous

time model represented by (3.3) and (3.6) then provides:1

is(k + 1) =
(

1− rsh

Ls

)
is(k) +

h

Ls

(
vs(k)−Ms(k)vdc(k)

)
vdc(k + 1) =

(
1− h

CdcRdc

)
vdc(k) +

h

Cdc
(s(k))TFis(k),

(3.8)

where k ∈ N and where

M ,
1

3

 2 −1 −1

−1 2 −1

, F ,


1 0

0 1

−1 −1

 . (3.9)

If we now introduce the state-vector of the AFE rectifier,

x(k) ,

 is(k)

vdc(k)

, (3.10)

then the model (3.8) can be written in compact form via:

x(k + 1) = As(k)x(k) +Bvs(k), k ∈ N (3.11)

where:2

As(k) ,


(

1− rsh

Ls

)
I2 − h

Ls
Ms(k)

h

Cdc
(s(k))TF 1− h

CdcRdc

, B ,

 h

Ls
I2

01×2

. (3.12)

1Since the switch combinations are held constant between updates, the AFE is linear time-varying

where the system matrices are held constant between updates. Due to the simplicity of the model, and

since the time constants are much larger than the sampling interval chosen, se Section 3.5, using an Euler

approximation gives good results.
2I2 denotes the 2×2 identity matrix, whereas 01×2 = [0 0] and the superscript T refers to transposition.
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Remark 3.2.1 (Finite-set constraints) It is worth noting that, each switch variable at

time k, namely s(k), only takes values in the finite set

S ,




0

0

0

 ,


0

0

1

 ,


0

1

0

 ,


0

1

1

 ,


1

0

0

 ,


1

0

1

 ,


1

1

0

 ,


1

1

1


 . (3.13)

Expression (3.12) then shows that the system matrix As(k) is also finite-set constrained,

i.e., we have that As(k) ∈ A for a given set A having eight elements. Discrete-time

control design then amounts to choosing the sequence of switch values s(k) ∈ S, k ∈ N or,

equivalently, selecting the sequence of system matrices As(k) ∈ A for all k ∈ N.

In the following section, we will present a model predictive control strategy for the AFE

rectifier, based on the model given in (3.11).

3.3 Model Predictive Control of the AFE

Model predictive control is based upon online optimization of a performance index for

current system state and future reference trajectories; see, e.g., [12, 76, 77]. To obtain a

practical method which does not require excessive computation times, in the present work

we adopt a cost function which only evaluates the effect of the switch decisions to be made

at current time instant. This is computationally attractive and, as will become apparent

in Section 3.5, gives good performance. The cost function presented next quantifies a

quadratic norm of the tracking error of the three components of the state vector at the

next time-instant.3

From an electrical viewpoint, the main purpose of the AFE is to provide a dc-voltage to

the load, whilst at the same time managing a desired balance between active and reactive

power. According to the state-space model introduced in Section 3.2.2, for a given system

state x(k), the system state, which would result if at time k, the switches sa, sb and sc

3Most applications of MPC in power electronics and drives use such horizon-one cost functions [10].

Interestingly, in some situations, the use of horizon one also gives the optimal solution to a formulation

with a larger horizon, see [78,79].
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were set to s(k) ∈ S is given by:

x′(k + 1) = As(k)x(k) +Bvs(k). (3.14)

By approximating vs(k+1) = vs(k), we obtain that the associated predicted active power

satisfies:

P ′s(k + 1) = vTs (k)

2 1

1 2

 i′s(k + 1) = vTs (k)

2 1 0

1 2 0

x′(k + 1), (3.15)

whereas

Q′s(k + 1) = vTs (k)
√

3

 0 1

−1 0

 i′s(k + 1) = vTs (k)

 0
√

3 0

−
√

3 0 0

x′(k + 1) (3.16)

is the predicted reactive power, and

v′dc(k + 1) =
[
0 0 1

]
x′(k + 1), (3.17)

the predicted dc-voltage.

The main control objective in an AFE rectifier is to transfer active power from the source,

Ps, to the dc-load. To do this, in modulation-based strategies where the modulation index

is the control input, it is common to equalize the average active power source Ps(t) with

the average rectifier power, Pr(t). This procedure then leads to a relationship between

Ps(t) and the dc-voltage, vdc(t), see [75]. However, it is in general not possible to set

Ps(t) = Pr(t) at all instants. For example, when the power switches take the same value,

say, Sa(t) = Sb(t) = Sc(t), then the input and output side are decoupled. In this case,

as shown in (3.7), the rectifier power is clearly null, Pr(t) = 0, while the source power

presented in (3.4) may present a different value Ps(t) 6= 0. This motivates us to introduce

a so-called filtered dc-voltage reference ṽ?dc(t), which allows us to establish a relationship

between an average value of these two variables.

The controller proposed in the present work uses the above prediction model for current
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state x(k) to choose the switching values s(k) which minimize a cost function of the form:4

J(s(k)) =
1

vdc
2 (ṽ?dc(k + 1)− v′dc(k + 1))2

+
kp

P
2 (P ?s (k + 1)− P ′s(k + 1))2

+
kq

P
2 (Q?s(k + 1)−Q′s(k + 1))2.

(3.18)

In (3.18), the superscript ? refers to reference values; kp and kq are tuning parameters,

which allow the designer to trade capacitor voltage reference deviations for deviations in

active and reactive power. It is important to have in mind that in the cost function, the

three system states are normalized by the factors vdc and P , thus, providing comparable

deviation errors. For our results, see Section 3.5, we chose kp = kq = 1 in which case the

controller gives equal weight to all the deviation components.

The cost function in (3.18) uses Q?s(k+1), P ?s (k+1), and also a filtered dc-voltage reference

ṽ?dc(k + 1). In our formulation, we assume that the reference value Q?s(k + 1) and also a

reference for the dc-voltage, say v?dc(k + 1), are given. In the following section, we will

show how to obtain P ?s (k + 1) and ṽ?dc(k + 1) from v?dc(k + 1) and Q?s(k + 1). The aim

is to design references which are consistent from an electrical viewpoint and when used

in (3.18) allow the controller to give good performance, despite system constraints.

It is worth recalling that in standard control formulations for AFEs, it is common to only

control the average reactive power, Qs(t), and the dc-voltage, vdc(t) due to the fact that,

as seen above, the latter is coupled to the average active source power Ps(t). In contrast,

in the present formulation, we are interested in tracking a dynamic filtered reference from

the instantaneous values of the system state variables. For that purpose we include the

active power source, Ps(k), in the cost function (3.18). This also allows us to incorporate

a safety constraint for the power source, Ps(k) ≤ Pmax, in order to avoid over currents in

the ac-side.

4In our formulation, we assume that computation times are negligible when compared to the sampling

period. This reflects the fact that, in our experimental platform, computations take 3[µs], whereas the

sampling period is taken as h = 20[µs].
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Remark 3.3.1 (Plant State Weighting) The choice made in (3.18) amounts to weight-

ing a quadratic form of the tracking error of the predicted state vector. Many theoretical

results on MPC algorithms for systems without finite-set constraints suggest that such a

formulation will often lead to closed loops having favorable stability and performance fea-

tures; see, e.g., [12, 13, 76, 77, 80]. The case of systems with finite input constraints was

studied in [37, 81]. How to extend these results to the present situation where the sys-

tem matrix is finite-set constrained, see Remark 3.2.1, remains an open, and certainly

non-trivial, problem.

3.4 Reference Design

As noted in the introduction, a key difficulty when controlling an AFE lies in that suc-

cessful tracking of power and voltage references cannot be achieved for arbitrarily chosen

and time-varying reference signals. In fact, active power Ps(k) and dc-voltage vdc(k) are

unavoidably coupled. This relationship is difficult to characterize exactly in closed form,

since it depends not only upon electrical parameters of the system, but also upon the

switching law used.

One way to find compatible reference values has been explored recently in [34], where

the use of an additional PI-control loop was examined. It turns out that PI-control gives

perfect tracking of constant references in steady state. However, tuning the external

controller becomes a difficult task, since the AFE is a discrete-time switching system.

We will next present an alternative method to provide suitable references for the source

power and the rectified voltage. Our formulation uses directly predictive control concepts

and does not require an additional control loop.5 Furthermore, the method proposed

allows one to incorporate restrictions on maximum power levels, without any integrator

windup problems.

5To some extent, our approach is related to ideas underlying so-called reference governors for model

predictive control formulations; see, e.g., [82].
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3.4.1 Design of Compatible References

Given references v?dc(k) and Q?s(k) and the current system state x(k), the reference design

problem considered consists in finding a compatible reference for Ps(k+ 1) and an associ-

ated filtered reference value ṽ?dc(k+1) as used in the cost function (3.18). For that purpose,

it is convenient to examine some electrical properties inherent to the AFE topology.

We first note that the capacitor voltage vdc can only be adjusted by the capacitor current ic.

Since the latter quantity cannot be made arbitrarily large, we will introduce a reference

prediction horizon, say N?. This horizon value constitutes a design parameter which

determines the filtered reference ṽ?dc(k + 1). More specifically, ṽ?dc(k + 1) is obtained from

v?dc(k) and vdc(k) via

ṽ?dc(k + 1) = vdc(k) +
1

N?

(
v?dc(k)− vdc(k)

)
, (3.19)

which amounts to allowing the converter to reach v?dc(k) linearly in N? steps, see Fig. 3.2.

Having calculated ṽ?dc(k+1), we next seek to find a compatible reference for the active input

power. Here, it is important to recall that the capacitor current ic needs to ultimately

be provided by the ac-source and thereby affects the active input power Ps. To be more

hk h( +1)k
t

hN
?

( +1)kdcv
~
?

( )kdcv

i ( +1)kc
?

i ( )kc

( )kdcv
?

Figure 3.2: Dynamic reference design: Capacitor current i?c needed to increase

the capacitor voltage vdc in order to reach the reference v?dc in N? time steps.
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precise, the filtered reference ṽ?dc(k + 1) in (3.19) requires a capacitor current value of

i?c(k + 1) =
Cdc
h

(
ṽ?dc(k + 1)− vdc(k)

)
, (3.20)

=
1

N?

(
Cdc
h

(
v?dc(k + 1)− vdc(k)

))
. (3.21)

Thus, the capacitor current, ic, is limited to a (100/N?)% of the total current required

to lead the dc-voltage, vdc, to its desired reference v?dc. This reduced capacitor current, in

turn, necessitates a converter current, say i?r(k + 1), given by:

i?r(k + 1) = i?c(k + 1) +
1

2Rdc

(
vdc(k) + ṽ?dc(k + 1)

)
. (3.22)

Therefore, the overall rectifier power needed to track ṽ?dc(k + 1) satisfies:

P ?r (k + 1) = ṽ?dc(k + 1)i?r(k + 1)

=
( 1

2Rdc
+
Cdc
h

)
(ṽ?dc(k + 1))2 +

( 1

2Rdc
− Cdc

h

)
ṽ?dc(k + 1)vdc(k),

(3.23)

where we have used (3.20) and (3.22).

As noted before, the overall rectifier power needs to be provided by the ac-source. To

obtain a value for the corresponding active input power reference, namely P ?s (k + 1), we

will consider only the fundamental component of the alternating source currents. By

taking into account the power losses which occur in the inductor resistances rs, we obtain

that compatible power references are (approximately) related by:

P ?s (k + 1) =
2rs

3V̂ 2
s

(P ?s (k + 1))2 + P ?r (k + 1), (3.24)

where V̂s is the source voltage amplitude. The solution to (3.24) gives the desired reference

for Ps(k + 1), namely:

P ?s (k + 1) =
3V̂ 2

s

4rs

(
1−

√
1− 8rs

3V̂ 2
s

P ?r (k + 1)

)
, (3.25)

where P ?r (k + 1) is as in (3.23).

To summarise, the references used in the cost function (3.18) are obtained though expres-

sions (3.19) and (3.25). It is worth emphasizing that the reference values P ?s (k + 1) and

ṽ?dc(k+ 1) are calculated at each time instant k for a given plant state x(k) and references
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v?dc(k) and Q?s(k). This allows the controller to track dynamic references. In Fig, 3.3 a

block diagram of the proposed predictive methodology is presented. The reference predic-

tion horizon N? used in (3.19) serves to trade-off response times versus control effort by

limiting the total increment in the capacitor current, ic, as presented in (3.21). In fact, if

a faster tracking response is desired, then N? should be chosen small. However, this will,

in general, lead to large converter currents. To incorporate current limitations, one can

adopt the embellishments of the basic control algorithm presented in Section 3.4.2 below.

Remark 3.4.1 The reference prediction horizon N? slides forward in time in a moving

horizon manner. Viewed from this perspective, the proposed control algorithm can be re-

garded as having a unit switching horizon, but an overall prediction horizon equal to N?,

compare to ideas expressed in [73]. As will be apparent by the experimental results included

in Section 3.5, our formulation gives good performance, but requires only a moderate com-

putational effort.

3.4.2 Incorporation of current limits

To avoid providing reference values which are associated with large converter currents,

one can limit P ?s (k + 1) in (3.25) according to:

|P ?s (k + 1)| ≤ Pmax(k + 1), (3.26)

where

Pmax(k + 1) ,
√(

3V̂sÎmax
s /2

)2 − (Q?s(k + 1)
)2

(3.27)

and Îmax
s is a limit for the components of is(k).

In addition, one can also restrict the possible switch combinations s(k) when minimizing

the cost function J(s(k)) in (3.18) to those s(k) ∈ S, which provide current predictions

i′s(k + 1) satisfying the limit. The proposed modifications can be expected to lead to

control loops which are not affected by windup problems typical of PI-control loops, see [83]

for related discussions on the use of MPC for linear-time invariant systems with convex

constraints.
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Figure 3.3: MPC with Dynamic Reference Design

3.5 Results

To verify the performance of the predictive control strategy proposed in the present work,

simulation studies and experiments were carried out. Simulations were performed using

Matlab/Simulink software. The lab prototype of the AFE rectifier, presented in Fig. 3.1,

is comprised of a 6-pack IGBT module. The electrical parameters of the system are given

by rs = 0.4 Ω, Ls = 15 H, Cdc = 1500 µF and Rdc = 60 Ω. To protect the power

device, the source current is limited to a maximum of Îmax
s = 8 A. In addition, the source

voltage is chosen to be V̂s = 62 V , whereas its frequency is fo = 50 Hz. This voltage

is obtained from the grid (220 V rms) and adapted by using an auto-transformer. It is

important to emphasize that the grid voltage, vs, contains 4.5% of fifth harmonic and a

total harmonic distortion of 5%. This amount of fifth harmonic is taken into account in

the simulation tests, which thereby exhibit a similar system behaviour to that observed in

the experiments.

The algorithm of Sections 3.3 and 3.4 (including the modification presented in Section 3.4.2),

was implemented in a digital platform using a Xilinx Spartan 3 FPGA considering a sam-

pling period of h = 20 µs. The weighting factors in the cost function J(s(k)) were chosen

as kp = kq = 1 and the reference prediction horizon was set as N? = 320. This allows the

controller to limit the capacitor current increment to about 3% of the total current needed

to lead the dc-voltage to its desired reference. To capture the required data, an Agilent
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DSO5014A oscilloscope was used. It is important to emphasize that control calculations

performed in the digital platform require less than 3 µs. Therefore, the optimal switch

combination is applied to the converter with this delay, and before the following sampling

instant.

3.5.1 DC-Voltage Tracking

We first investigate dc-voltage tracking. The performance of the proposed predictive

strategy when a change in the dc-voltage reference v?dc is produced is depicted in Figs. 3.4

and 3.5. The initial dc-voltage is taken as vdc = 110 V , corresponding to a source power

of the order of Ps = 180 W . A unity power factor is desired, which results in null reactive

power, i.e., Q?s = 0 VAr. As can be clearly appreciated in the figures, the predictive

controller accommodates this requirement, by making the source current isa be in phase

with the source voltage vsa.
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Figure 3.4: Performance of the MPC algorithm presented – Simulation: step in

the (unfiltered) dc-voltage reference v?dc.
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Figure 3.5: Performance of the MPC algorithm presented – Experiment: step in

the (unfiltered) dc-voltage reference v?dc.

To examine the effect of the tuning parameters on the AFE behaviour, we performed

the same test but considering a smaller weighting factor for the reactive power, namely,

kq = 0.01. This result is shown in Fig. 3.6. Here, it can be appreciated that the reactive

power exhibits a higher ripple during steady state when compared to the previous case.

Additionally, it can be noticed that during the transient the increment in the reactive

power error is considerable higher than in the previous case. Henceforth, due to the

good performance obtained, in the remaining tests the tuning factors will be kept at their

original values, namely, kp = kq = 1.

At time instant t = 0.05[s], the dc-voltage reference is increased to v?dc = 150[V ]. This

voltage increment requires active power from the source. However, the latter power is

limited to Pmax = 650[W ] due to the fact that, as mentioned above, the current that the

AFE prototype can manage is limited to Imax = Îmax
s = 8[A]. It can be noticed that both

simulated and practical results illustrate a similar system behavior, despite the presence

of the measurement noise. In particular, in both cases the system takes about 20[ms] to
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Figure 3.6: Performance of the MPC algorithm presented – Simulation: step in

the (unfiltered) dc-voltage reference v?dc. (kq = 0.01).

reach the new dc-voltage reference. It can also be appreciated in Figs. 3.4 and 3.5 that the

proposed controller gives good tracking performance, with no overshoot. It is remarkable

that throughout the transient where saturations occur, the reactive power Qs has been held

approximately equal to zero by the controller, keeping the source current in phase with

its associated voltage. The total harmonic distortion in the source current for the initial

condition, vdc = 110[V ], is THDi = 5%. For a dc-voltage of vdc = 150[V ] the obtained

distortion is THDi = 5%. It is important to emphasize that the current distortion is also

affected by the distortion in the voltage source which is given by THDv = 5%.

3.5.2 Tracking of Dynamic Reactive Power References

One of the main uses of AFE converters is to compensate for the lack of reactive power

of the electrical grid. Therefore, it is important to verify that the proposed controller can

maintain the rectified dc-voltage even when different power factors are demanded of the

system. Figs. 3.7 and 3.8 illustrate the achieved performance when facing this situation.
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Figure 3.7: Performance of the MPC algorithm presented – Simulation: step in

the reactive power reference Q?s.
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Similar to the test documented in Section 3.5.1, the initial condition of the system considers

a dc-voltage of vdc = 130[V ] and an active power in the order of Ps = 300[W ]. However,

reactive power Qs = 250[VAr] is provided from the rectifier to the source, amounting to a

positive power factor of PF = 0.769. Consequently, and as can be seen in the figures, the

source current lags the source voltage by about 39.7o.

To examine the tracking capabilities of the system, at approximately t = 0.04[s], a step

down change in the reactive power reference is introduced, from Qs = +250[VAr] to

Qs = −250[VAr]. It can be appreciated in Figs. 3.7 and 3.8 that the controller makes the

AFE track this step change quickly, barely affecting the active power Ps or the capacitor

voltage vdc. In steady state, the power factor is negative (PF = −0.769), the source current

leading the source voltage by 39.7o.

3.5.3 Load Changes

In practical applications, loads may be time-varying and, thus, Rdc needs to be estimated.

Since estimators will unavoidably be affected by errors, another important aspect to be

analyzed is robustness to unknown load changes. Experimental results are depicted in

Fig. 3.9. Here we chose the same initial condition as in Section 3.5.1, namely, Qs = 0[VAr],

and vdc = 130[V ], which amounts to an active power of about Ps = 300[W ].

At the instant t = 0.1[s], a resistance load change of 50% is produced from Rdc = 60[Ω]

to Rdc = 30[Ω]. It can be observed in Fig. 3.9 that the predictive controller proposed

was capable to keep the dc-voltage, vdc, near its reference value v?dc = 130[V ], despite

the load disturbance. It is worth noting that the controller has no knowledge of the load

disturbance. The system model used to predict the future behaviour simply assumes

Rdc = 60[Ω] at all times. Consequently, a slight increment in the dc-voltage ripple occurs.
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Figure 3.9: Performance of the MPC algorithm presented – Experiment: step in

the load resistance Rdc.

3.5.4 Supply Voltage Variations

The robustness of the proposed control system to supply voltage variations is also analyzed.

Results in Fig. 3.10 show the response of the system when the supply voltage is reduced

in 40%. The reference values are Qs = 0[VAr] and vdc = 130[V ]. Here, a soft decrement of

the voltage source from vs = 55[V ] to vs = 30 is introduced. The active power presents an

increment from Ps = 300[W ] to Ps = 330[W ] to compensate the variation and keep the dc-

voltage fixed at it reference. The input current is increased accordingly from Is = 3, 5[A]

rms to Is = 7[A] rms.
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Figure 3.10: Performance of the MPC algorithm presented – Experiment: supply

voltage variation.

3.6 Conclusions

We have presented a model predictive control formulation for AFE rectifiers. The proposed

control algorithm operates in discrete-time and does not require any additional modulators

to drive the switches. The switching horizon is chosen equal to one. Thus, the search set

for on-line optimizations has only eight elements, making the switching signals easy to

calculate in practice.

The key novelty of our approach lies in the way dynamic references are handled. To

be more specific, careful examination of electrical properties of the rectifier topology has

allowed us to elucidate the issue of finding compatible references for active source power

and dc-voltage.

Our method is capable of providing suitable references for the source active power and the

rectified voltage, without use of additional control loops. The control architecture proposed

also incorporates possible saturations of source currents directly in its formulation. This
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allows one to ensure safe operation of the device. Here the introduction of a reference

prediction horizon, which may differ from the switching horizon, has proven useful, allowing

the system designer to trade-off tracking bandwidth for control effort.

Simulations and experimental results on a lab-prototype show that fast and accurate track-

ing of dynamic dc-voltage and reactive power references can be achieved. Interestingly,

due to the way that constraints on maximum power levels of the rectifier are treated,

good transient performance can be observed even when saturation limits are reached. It

is important to emphasize that, during transients where saturations occur, overshoots are

avoided.

Future work may include studying robustness of the approach, adapting the formulation to

non-resistive loads, deriving tuning guidelines, and also investigating closed loop stability

issues. The latter have been examined for related, but simpler, systems in [37,81].
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4

FCS-MPC with Improved

Steady-State Performance

4.1 Introduction

As shown in previous chapters, the control target of FCS-MPC is to minimise the system

tracking error produced at each sampling instant. Consequently, the predictive controller

will optimise the at sample response of the converter. However, since the system states

are continuous, e.g., output current, the converter may achieve a poor continuous-time

performance. Therefore, it is important to analyse the continuous-time response of the

controlled converter when using the discrete-time control law provided by FCS-MPC.

In [84], extensive simulations were carried out, showing that existing FCS-MPC algorithms

give, in general, a non-zero steady-state error. Moreover, this error is more relevant when

lower switching frequency and/or lower magnitude references are used. In this work, we

extend the study presented in [84] by performing a mathematical analysis to determine

the steady-state error. To mitigate this problem, two different approaches are proposed

in this work. The first one is based on the idea of using different sampling and actuation

instants, resembling classical PWM techniques. The second one takes into account the

tracking errors not only at the sampling instant, but also during the inter-sampling.

To facilitate the understanding of the problem and the proposed solutions, we apply our

proposals to control the output current of a simple four-quadrant chopper converter.
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4.2 Finite Control Set Model Predictive Control

In this section, a brief review of FCS-MPC is presented. Further theoretical analysis can be

found in [37,81,85]. For some examples of applications in power electronics see [10,14,25].

4.2.1 Basic Principles

FCS-MPC operates in discrete time with fixed sampling frequency fs = h−1. Therefore,

it is necessary to obtain a discrete-time model of the plant

xk+1 = F (xk, Sk), (4.1)

where x represents the system states and S stands for the control inputs. In this case,

FCS-MPC directly considers the converter power switches as the control input of the

system. Thus, each control input can adopt only two values, remaining constant during

the sampling period, h, i.e. Si(t) ∈ {0, 1}, for all t ∈ [kh, (k + 1)h]. Consequently, the

input belongs to a finite control set of switch combinations S ∈ S = {S1, . . . , Sn}.

To forecast the future system behaviour, FCS-MPC uses a cost function, namely g(k, ~S),

where ~S = {Sk, . . . , Sk+N−1} is a feasible input sequence. Thus, the optimal switching

sequence is obtained by minimizing this cost function

~Sop =
{
Skop, . . . , S

k+N−1
op

}
, arg

{
min
~S∈SN

g(k, Sk)

}
.

Since the input belongs to a finite set, the minimization process is carried out by evaluating

all the possible switch combinations. Finally, the optimal switching input to be applied is

the first element of the optimal switching sequence

Sk = Skop.

Thus, this predictive strategy directly provides the optimal switching actions to be applied

to the converter. Consequently, no intermediate modulation stages are required [14].
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4.2.2 Implementation

In practical implementations of FCS-MPC with prediction horizon N = 1, there exist

three main processes: Measurement, Estimation and Prediction. A temporal scheme of

these stages is depicted in Fig. 4.1.

Measurement: Since this predictive strategy works in discrete time, it is necessary to

take measurements of the state variables, xk, at each sampling instant k. (in some cases,

some of these variables can be observed [86]). These current state values are used by the

controller to decide upon the optimal switching action to be applied.

Estimation: To account for computational delaying, in standard formulations, the opti-

mal switching action is applied at time k+ 1, Sk+1. Thus, the effect of this action will be

observed only at the instant k + 2. This delay of one sampling period results in the need

to predict not only the value of the variables to be controlled at the instant k + 2, but

also to know their values at the instant k + 1. To do this, we take advantage of the fact

that the previous optimal switching action, Sk, remains constant until the next sampling

instant k+ 1. Thus, considering the system model presented in (4.1), the system state, at

the instant k + 1, can be estimated by:

x̃k+1 = F (xk,Sk). (4.2)

Prediction: In order to obtain the optimal input, FCS-MPC forecasts the system state

behaviour at the instant k + 2 by evaluating all the possible switch combinations. This is

expressed via:

xk+2 = F (x̃k+1, Sk+1), (4.3)

M E P M E P

k k+1 k+2k-1

S
k

S
k+1

S
n

k+2

Time

M E P

h

S
k-1

Figure 4.1: Temporal scheme of Finite-Control-Set MPC.
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where Sk+1 ∈ S. These predictions are compared to the reference by evaluating a cost

function, gk(Si), i.e.,

gk =
(∗
xk+2 − xk+2

)T
W
(∗
xk+2 − xk+2

)
,

where W is a positive definite matrix (weighting matrix). Thus, the optimal switching

input Sk+1 is that one which produces the minimum value in the cost function.

4.3 Steady-State Issues

In this section we investigate the steady-state performance of FCS-MPC in terms of the

average value.

4.3.1 Theoretical Background

As presented in Section 4.2, it is clear that FCS-MPC seeks to minimise the tracking

error produced at each sampling instant k. Hence, this predictive strategy provides a

discrete-time control law. Nevertheless, in most of the cases this control paradigm is

used to control continuous-time variables, e.g., converter output current. Therefore, it is

important to analyse the continuous-time system response of the converter when governed

by FCS-MPC.

To quantify the continuous-time performance, we propose to consider the deviation from

the average of the controlled variable during the intersampling. This is expressed via:

δkav =
∣∣∗xk − x̄k∣∣ (4.4)

where x̄k is the average value of the controlled variable:

x̄k =
1

h

∫ (k+1)h

kh
x(t) · dt

As will be shown latter, with standard FCS-MPC the average value of the controlled

variable, x̄k, will not always be the same as the desired reference,
∗
xk. This issue constitutes

the main motivation of the present work.
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4.3.2 Study Case: H-Bridge

As an illustrative example, we analyse the continuous-time performance of a four-quadrant

chopper converter under FCS-MPC. This topology is very popular in audio applications

[87,88] as well as power drives [89].

This converter is comprised of two pairs of complementary power switches (S1, S1, and

S2, S2) and a dc-voltage source Vdc, as depicted in Fig 4.2.

The load voltage can be easily obtained from:

vl(t) = VdcS(t),

where S(t) = S1(t)−S2(t). Thus, the continuous-time dynamic model for the load current

is given by:
d il(t)

dt
= −R

L
il(t) +

Vdc
L
S(t). (4.5)

Since S1, S2 ∈ {0, 1}, the control input, S(t), belongs to the finite set

S(t) ∈ S = {−1, 0, 1}.

Therefore, vl can take only one of three different values, namely Vdc, 0 and −Vdc.

Due to the fact that with FCS-MPC the power switches remain constant during the

intersampling, the output current in (4.5) can be exactly represented, in continuous-time,

via:

il(t) = F
(
xk,Sk, t

)
,

= ikl e
−t/τ +

Vdc
R

(
1− e−t/τ

)
Sk,

(4.6)

Figure 4.2: Four-quadrant chopper converter.
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for all t ∈ [kh, (k + 1)h], where τ = L/R.

Consequently, the value of the load current at the next sampling instant is:

ik+1
l = F (xk,Sk, h),

= ikl e
−h/τ +

Vdc
R

(
1− e−h/τ

)
Sk.

(4.7)

To analyse the steady-state performance of this converter when governed by FCS-MPC, we

focus on the particular periodical input sequence ~S = {1, 0, 1, 0, . . .}. Under this situation,

the system will reach a steady-state behaviour as depicted in Fig. 4.3. To properly describe

this pattern, it is necessary to obtain the steady-state bounds, IL and IH , of the state

trajectory. From Fig. 4.3, we can notice that the lower bound satisfies that IL = ikl = ik+2
l .

Thus, from (4.7) we have that:

IL =
Vdc
R

(
e−h/τ

1 + e−h/τ

)
, (4.8)

while the upper bound, IH , can be obtained via:

IH =
IL

e−h/τ
=
Vdc
R

(
1

1 + e−h/τ

)
. (4.9)

Consequently, the average value, il, produced by this pattern can be determined as follows:

īl =
1

2h

h∫
0

(
ILe
−t/τ +

Vdc
R

(
1− e−t/τ

))
· dt+

1

2h

2h∫
h

IHe
−t/τ · dt

=
Vdc
2R

.

(4.10)

i
l

I
H

I
L

i
l

k+1kk+1 k+2 k+3

E
1

E
0

S=0

S=1

Figure 4.3: Steady-state pattern for an input sequence ~S = {1, 0, 1, 0, . . .}.
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We next analyse under which conditions FCS-MPC will provide the sequence ~S = {1, 0,

1, 0, . . .}. To obtain the optimal input to be applied at the instant k + 2, i.e., Sk+2 (see

Fig. 4.3), the predictive controller will compare the forecast error at the next sampling

instant, k+ 3, produced by the different possible inputs, i.e. ek+3 =
∗
il− ik+3. Considering

that
∗
il < ī, the input Sk+2 = 0 will generate the tracking error E0 represented via:

E0 =
∗
il − IP0 = īl − δav − ILe−h/τ ,

while the input Sk+2 = 1 will produce the tracking error E1 expressed by:

E1 = IP1 −
∗
il = IH − īl + δav,

where, from (4.4), δav = īl −
∗
i.

To maintain this periodical pattern, at the instant k + 2 an input Sk+1 = 1 should be

applied to the converter. Due to the optimization carried out by FCS-MPC, this will occur

whenever E0 > E1. Thus, a critical average error, δcr, can be obtained by equalizing both

predicted errors E0 = E1. We thus have:

δcr = īl −
1

2

(
IH + ILe

−h/τ ,
)
,

=
IL
2

(
1− e−h/τ

)
.

(4.11)

Therefore, if δav < δcr, then the minimum forecast error will be E1. Consequently, Sk+2 =

1 will be applied.

It is important to emphasize that the input sequence pattern, ~S = {1, 0, 1, 0, . . .}, will

prevail provided īl >
∗
il > īl − δcr. This lower limit can be determined via:

∗
icr = īl − δmax,

=
Vdc
2R

(
eh/τ + e−h/τ

1 + e−h/τ

)
e−h/τ .

(4.12)

Assuming that h < τ/2, it is possible to approximate eh/τ + e−h/τ ≈ 2. Then, from (4.12),

the critical reference can be approximated as:

∗
icr ≈

Vdc
R

(
e−h/τ

1 + e−h/τ

)
= IL. (4.13)
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A similar result can be obtained for the case when
∗
il > ī, then the critical limit becomes

iH .

The preceding analysis shows that for any reference which belongs to the range

∗
il ∈ (IL, IH),

FCS-MPC will produce the same average value

īL =
Vdc
2R

.

This steady-state analysis can be extended for different steady-state patterns.

In the following sections we will propose two modifications of FCS-MPC which are aimed

at reducing the steady-state error.

4.4 Intermediate Sampling (IS-MPC)

4.4.1 Basic Principle

The use of synchronous current sampling with PWM schemes is wide-spread. By sampling

either at the maximum or minimum of the triangular carrier. Thus, a good approximation

of the average value of the controlled variable can be obtained, as shown in Fig. 4.4.

h

Figure 4.4: Synchronous current sampling with PWM.
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This idea can be easily adapted to be used in the FCS-MPC strategy in order to approxi-

mate the average value of x(t). As previously stated, FCS-MPC can only change the value

of the converter switches at the beginning of each sampling period, t = kT . Then, the

measurement of x(t) is taken at each instant t = kh+ h/2, which will be denoted by xk+1
2 .

Due to this temporal shift of h/2, the final estimate of system state can be calculated as:

x̃k+1 = F (xk+1
2 ,Sk, h/2)

Then, similar to the standard FCS-MPC algorithm, predictions are calculated by consider-

ing the measurement xk+1
2 and the system state estimation, x̃k+1. For IS-MPC, however,

predictions are obtained for the instant t = (k+ 1)h+ h/2. This gives a better approxima-

tion to the average value of the system state, x̄(t), which then gets closer to the reference.

Thus, the proper expression for the prediction is:

x(k+1)+ 1
2 = F (x̃k+1, Sk+1, T/2).

This expression is used to evaluate the IS-MPC cost function:

gk =
(∗
xk+2 − x(k+1)+ 1

2

)T
W
(∗
xk+2 − x(k+1)+ 1

2

)
(4.14)

for all possible combinations of Sk+1 ∈ S. The optimal switching action, Sk+1, which

minimises (4.14) is then chosen. The temporal scheme of the IS-MPC algorithm is shown

in Fig.4.5.

Remark 4.4.1 Notice that, since the measurements are taken in the middle of the sam-

pling period, the obtained samples are less affected by commutation noises. Additionally,

IS-MPC obtains predictions of the system state for one sampling period ahead after mea-

M

k k+1k-1

S
k

M P

Time

S
k+1

h/2h

E PE
S

k-1

Figure 4.5: Temporal scheme of Intermediate Sampling MPC
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surements are taken (see Fig. 4.5) while standard FCS-MPC carries out the state pre-

dictions for two sampling periods ahead, as described in Section 4.2. This decreases the

estimation and prediction errors.

4.4.2 Application to H-Bridge

Here, we apply the proposed IS-MPC algorithm to the four-quadrant chopper presented

in Section 4.3.2. At the middle of each sampling period, k + 1/2, a measurement of the

load current is taken, i
k+1

2
l . Then, from (4.7), the load current, at the instant k + 1, is

estimated by:

ĩl
k+1

= i
k+1

2
l e−h/2τ +

Vdc
R

(
1− e−h/2τ

)
Sk (4.15)

Afterwards, the predictions are obtained considering ĩl
k+1

, from (4.15), as the initial state.

Thus, the prediction horizon is considered to be N = h/2:

i
(k+1)+ 1

2
l = ĩl

k+1
e−h/2τ +

Vdc
R

(
1− e−h/2τ

)
Sk+1 (4.16)

Finally, the load current prediction obtained by (4.16) is compared with the desired ref-

erence given at the beginning of the next sampling period,
∗
il
k+1. Thus, the cost function

for the four-quadrant chopper under IS-MPC is expressed via:

gk =
( ∗
il
k+1 − i(k+1)+ 1

2
l

)2
(4.17)

4.5 Integral Error Term (IE-MPC)

4.5.1 Basic Principle

As mentioned in Section 4.3.1, FCS-MPC optimises the at sample response of the system.

However, since the system states are normally continuous, a poor intersample response

can be obtained in some cases. To overcome this situation, we propose to take into

account the intersample performance by adding an extra term in the cost function, gk.

This term will be chosen as the integral of the error between the reference,
∗
x(t), and

the predicted continuous behaviour of the controlled variable within a sampling period h,
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x(t) = F (x̃k+1, Sk+1, t). Taking into account the one-sampling-period delay, this integral

error is represented via:

Ik+1 =
1

h

∫ k(h+2)

k(h+1)

(∗
x(t)− F (x̃k+1, Sk+1, t)

)
d t (4.18)

This integral term gives us information about the average error generated by each switch

combination, Sk+1 ∈ S. In addition, we propose to include previous integral error to

improve the continuous performance of the predictive controller. Thus, the proposed cost

function, for the IE-MPC strategy, is given by:

gk =
(∗
xk+2 − xk+2

)T
W
(∗
xk+2 − xk+2

)
+Ki

Ik+1 +

m∑
j=1

Ik+1−j

2

(4.19)

where Ki is a weighting factor which gives us a higher/lower importance to the integral

term, while Ik+1−j represents previous integral errors. The temporal scheme of the IE-

MPC algorithm is depicted in Fig.4.6.

Remark 4.5.1 Notice that this cost function can be associated with a discrete Proportional-

Integral (PI) controller, which is comprised of two parts. A proportional part, which acts

over the instantaneous error, δk, and provides a fast response, and an integral part, which

is related with the accumulated error. In this case, the accumulated error considers the

intersample behaviour of the system state in order to achieve a better continuous perfor-

mance. Therefore, the factor Ki can be adjusted in a similar fashion than in a PI design.
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Figure 4.6: Temporal scheme of Finite-Control-Set MPC with integral minimi-

sation.
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4.5.2 H-Bridge

The integral term, Ik+1, for the four-quadrant chopper is obtained by replacing (4.6) in

(4.18):

Ik+1 =
∗
ik+1 − τ

h

(
1− e−h/τ

)
ik +

(τ
h

(
1− e−h/τ

)
− 1
)Vdc
R
Sk+1 (4.20)

Finally, according to (4.19) and considering m previous integral errors, the final cost

function to be evaluated for this particular case, becomes:

gk =
(∗
ik+2
l − ik+2

l

)2
+Ki

Ik+1 +

m∑
j=1

Ik+1−j

2

(4.21)

Remark 4.5.2 It is important to emphasise that only the last term of (4.20) depends on

the switching input. The term
∑m

j=1 Ik+1−j depends on previous calculated errors. Thus,

most of this expression does not need to be recalculated when predictions are carried out.

Consequently, the on-line implementation of this cost function does not represent a high

increment in the process time when compared to standard FCS-MPC.

4.6 Results

To verify the performance of the prosed solutions, simulation and experimental studies

were carried out on an H-Bridge converter depicted in Fig. 4.2. A main dc-link voltage

source of Vdc = 150 V was considered. The electrical load parameters are R = 15 Ω and

L = 10 mH. The proposed solutions as well as the standard FCS-MPC strategy were

implemented using a sampling period of h = 200 µs. In this case, the load current, il(t),

is the variable to be controlled and the control target is to maintain its average value near

to the reference.

Since we are interested in controlling only one variable, standard FCS-MPC and IS-MPC,

as shown in previous sections, do not require any tuning. On the other hand, as previously

stated in Section 4.5, and according to (4.21), IE-MPC strategy requires to select the

weight factor Ki and the number of previous integral errors m. In this case, these tuning

parameters where chosen as Ki = 1.5 and m = 2.
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4.6.1 Average Error

The steady-state average errors, for different current reference, produced by the standard

FCS-MPC and the proposed solutions, IS-MPC and IE-MPC, are presented in Fig. 4.7.

Here, only positive values of the load current, il, are considered due to the fact that the

average error pattern is symmetric with respect to zero.

It can be observed that standard FCS-MPC generates higher errors when the current

reference is near to zero and when it is near to the maximum current. This is due to the fact

that this predictive strategy applies a null voltage, vl = 0, whenever the current reference

is
∗
il ∈ (0, 0.8)A and a maximum voltage, vl = Vdc, whenever the current reference is

∗
il ∈ (9.2, 10)A. For these particular references, it can be noticed that the proposed

solutions, IS-MPC and IE-MPC, reduce these average errors.

Another interesting case is related to the error produced around 5 A (half of the maxim

load current). This error is generated by the particular input sequence, ~S = {1, 0, 1, 0, . . .},

analysed in Section 4.3.2. Therefore, FCS-MPC applies this input sequence whenever the

Figure 4.7: Average error as a function of the current reference.
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current reference is
∗
il ∈ (4.7, 5.3) A. Regarding the proposed solution, for this reference

range, IS-MPC presents a similar average error than standard FCS-MPC while IE-MPC

reduces this error considerably.

Fig. 4.8 shows a normalised average error as a function of the current reference value. In

this way a better sense of the importance of the average error can be observed. From this

viewpoint, the main problem of the predictive techniques are around zero, in this zone the

benefits of the use of IE-MPC, and even IS-MPC, are clear.

4.6.2 Experimental Results

In this section, experimental results of standard FCS-MPC and our proposals, IS-MPC

and IE-MPC, are presented. The predictive strategies were implemented in a standard

TMS320C6713 DSP. Then, the optimal input was applied to the converter by using an

XC3S400 field-programmable gate array (FPGA). Table 4.1 summarises the execution

times taken by the predictive algorithms. Here, it is possible to see that IS-MPC takes

the same time than standard FCS-MPC to obtain the optimal input, due to the fact that

no extras calculation are needed. On the other hand, IS-MPC takes about double of the

time more to obtain the optimal input when compared to the standard FCS-MPC.
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Table 4.1: Execution Time of each Predictive Algorithm.

Predictive Strategy FCS-MPC IS-MPC IE-MPC

Execution Time (µs) 2.14 2.14 4.1

Fig. 4.9 shows the steady-state performance achieved by the different predictive strategies

for a load current of
∗
il = 0.6A. Here, it is possible to observe that the converter applies a

null voltage, vl = 0V , to the load when governed by standard FCS-MPC. This behaviour
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Figure 4.9: Steady-state performance:
∗
il = 0.6A. (a) FCS-MPC; (b) IS-MPC;
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is improved when IS-MPC and IE-MPC are implemented. An average value of īl = 0.67A

is obtained when IS-MPC is used while īl = 0.71A is achieved with IE-MPC.

A different situation occurs when a reference of
∗
il = 4.8A is desired. Here, FCS-MPC

generates the optimal sequence, ~S = {1, 0, 1, 0, . . .}, previously analyzed in Section 4.3.2.

This situation is depicted in Fig. 4.10. Thus, an average reference of īl = 4.99A is ob-

tained. For the same reference, IS-MPC produce the same optimal pattern than standard

FCS-MPC. Therefore, the same average value, for the load current, is achieved. On the
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other hand, when the converter is governed by IE-MPC, a different pattern is obtained.

This results in a decrease in the average error, achieving an average value for the load

current of īl = 4.73A. Nevertheless, as a side effect, an increment in the load current

ripple is obtained. Therefore, there is a trade-off between the average steady-state error

and the ripple achieved in the load current.

In Fig. 4.11, the steady-state behaviour for a load current reference of
∗
il = 7.4A is

presented. For this reference, the three predictive strategies produce a similar average
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value, as anticipated in Fig. 4.7.

One of the most important benefits of FCS-MPC is the high dynamic response achieved

with this strategy [14]. Fig. 4.12 shows the step response for a load current reference from
∗
il = 2A to

∗
il = 7A. Here, it is possible to observe that the proposed modifications to

standard FCS-MPC do not affect the dynamic performance of this control methodology.

Thus, these modifications only improve the steady-state performance of this predictive

strategy.
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4.7 Conclusions

In this work, we have studied the steady-state performance of power converters when

governed by FCS-MPC. We have shown, analytically and experimentally, that existing

FCS-MPC gives, in general, a non-zero steady-state error, even when models and pa-

rameter values are exactly known. To deal with this issue, two different modifications

to the existing FCS-MPC strategy have been proposed. In the first one, IS-MPC, the

measurements and the optimal switch implementation are temporarily shifted by half of

the sampling period. This allows one to approximate the average value of the variable to

be controlled by the sample value. On the oder hand, the second modification, IE-MPC,

reduces the average tracking error, by using an analytical expression of the intersampling

integral error. Thus, the continuous-time trajectory of the variable to be controlled is con-

sidered. Moreover past integral errors can be also included to improve the continuos-time

response of the average tracking.

An important characteristic of our proposals, as shown in Section 4.6.2, is that they do

not affect the dynamic response achieved with standard FCS-MPC. The approaches only

improve, as was required, the steady-state performance.

According to the presented results, IS-MPC reaches a low average steady-state error only

for low reference values, while IE-MPC algorithm, considering two previous integral errors,

gives in general the best steady-state performance. However, a higher ripple in the load

current is obtained. Consequently, there is a trade-off between the ripple in the variable

to be controlled and its average steady-state error.
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5

MPC Algorithm Robustness for

Achieving Fault Tolerance in

FCCs

5.1 Introduction

Multilevel converters (MCs) have emerged as an important technology in many industrial

applications. The main reason for this is that MCs are able to operate at far higher power

levels and also provide output voltages and currents with lower distortion than their two

level counterparts [38]. However, a major disadvantage of MCs is the increased probability

of failure due to the larger number of devices required [35,90].

In particular, flying capacitor converters (FCCs) have attracted significant attention [91].

As depicted in Fig. 5.1, FCCs are composed of multiple interconnected cells. Each cell

contains a capacitor Cx and a pair of switches Sxi and Sxi, which work in a complemen-

tary fashion. In an FCC, an internal short circuit occurs whenever these complementary

switches conduct at the same time, then the adjacent capacitors are forced to change its

voltage, generating an increase of the current through it. Fortunately this fault currents

decay quickly, since the associated capacitors seek voltage balance [90]. These character-

istics open the possibility to reconfigure the converter and continue its operation, albeit

in general, at reduced performance level, as seen by the loads connected. To achieve ro-
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bustness to failures, faults need to be isolated correctly and appropriate remedial actions

must be taken quickly. Otherwise, additional faults will be triggered, leading to damages

in the entire converter and, possibly, the load.

In [90], a fault detection strategy for FCCs with switching patterns provided by open-

loop PWM was proposed. Faults are detected in the frequency spectrum of the output

voltage. As a remedial action, the switching patterns are changed via shifting of the PWM

carrier phases. Thus, under fault conditions, the resultant output voltage waveform is

synthesised with less levels. We can see that, whilst the method proposed in [90] gives

some degree of robustness with respect to cell faults, performance is sacrificed significantly,

when compared to normal operating conditions.

This work presents a novel fault detection strategy for flying capacitor multilevel con-

verters, which is based on predictive control. To allow the controller to detect internal

short circuits and to determine which cell has failed, switch sequences are constrained to

a reduced set. Whenever faults are detected, the prosed controller isolates the faulty cell

and changes capacitor voltage references in order to keep the number of available levels in

the output voltage. This reconfiguration method allows the converter to produce an out-

put voltage characteristic, which closely resemble those obtained under normal operating

conditions.

dc
va3
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Cell 3

va2

ia2

Cell 2

va1

ia1
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Ca3 Ca2 Ca1V

Sa3

Sa3

Sa2

Sa2
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Figure 5.1: Three-cell FC converter (phase a).
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5.2 Flying Capacitor Converter

In this section we describe the flying capacitor topology in more detail and develop a

model for the system.

5.2.1 Converter Model

In the present work, we will focus on an electrical system consisting of a three-phase FCC

connected to a coupled inductive load, as depicted in Fig. 5.2. The way in which the cells

are connected, together with the capacitor voltages of each cell, determines the waveform

of the synthesised output voltage.

Figure 5.1 shows a schematic of a single phase leg of a three-cell flying capacitor converter.

As mentioned above, each cell consists of a capacitor and two switching elements which,

at the same instant, cannot present the same state. To characterize the output voltages

of the three phase converter, we first note that, for phase a, we have:

vao(t) = va1(t)Sa1(t) + (va2(t)− va1(t))Sa2(t) + (Vdc − va2(t))Sa3(t), (5.1)

The associated capacitor currents are

ia1(t) = ia(t)(Sa2(t)− Sa1(t)), (5.2)

ia2(t) = ia(t)(Sa3(t)− Sa2(t)). (5.3)

vao van

vbo vbn

vco vcn

o n

Z

Z

Z

a ia

ib

icc

b

Inverter Load

FC
n Cell

Z R sL= +

Figure 5.2: Three phase FCC and load connection.
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Table 5.1 shows the output voltages and currents for phase a, as a function of switch

states.

The load voltages of the three phase converter are, thus, described via
van(t)

vbn(t)

vcn(t)

 =


2/3 −1/3 −1/3

−1/3 2/3 −1/3

−1/3 −1/3 2/3



vao(t)

vbo(t)

vco(t)

 (5.4)

A simple dynamic model of the system can be developed by noting this for one phase (in

this case, the phase a) we have:

va1(t) =
1

Ca1

∫ t

−∞
ia1(τ) dτ (5.5)

va2(t) =
1

Ca2

∫ t

−∞
ia2(τ) dτ (5.6)

L
dia(t)

dt
+Ria(t) = van(t), (5.7)

van(t) =
2

3
vao(t)−

1

3
vbo(t)−

1

3
vco(t). (5.8)

Similar equations are obtained for phases b and c.

Table 5.1: Switch states and output voltages of an FCC (phase a)

Sa(Sa3, Sa2, Sa1) vao(t) ia1(t) ia2(t)

Sa(0, 0, 0) = 0 0 0 0

Sa(0, 0, 1) = 1 va1(t) −ia 0

Sa(0, 1, 0) = 2 va2(t)− va1(t) ia −ia(t)

Sa(0, 1, 1) = 3 va2(t) 0 −ia(t)

Sa(1, 0, 0) = 4 Vdc − va2(t) 0 ia(t)

Sa(1, 0, 1) = 5 Vdc − va2(t) + va1(t) −ia(t) ia(t)

Sa(1, 1, 0) = 6 Vdc − va1(t) ia(t) 0

Sa(0, 0, 0) = 7 Vdc 0 0
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5.3 Fault Analysis in Flying Capacitor Converters

There are several kinds of failures that can occur in an FCC and many reasons causing

them. Due to the large number of semiconductors which make up an FCC and the stresses

to which they are exposed, switching failures in these converters are more likely than in

their two-level counterparts.

The most common switch used in power converters is the Isolated Gate Bipolar Transistor

(IGBT). Although, these elements can fail either short-circuit or open-circuit, open-circuit

faults can be avoided by using an appropriated IGBT gate drive [90,92]. Therefore, in the

sequel we will concentrate on short-circuit faults.

5.3.1 Effects of a switch fault in a Flying Capacitor

In an FCC, a short circuited IGBT does not affect to the rest of the converter by itself.

The fault only manifests itself once the complementary IGBT switches from OFF to ON.

We call this a cell fault. Thus, a key observation is that a cell fault can only be produced

at a switching instant.

Depending on which cell has failed, three different situations may arise in a three-cell

FCC. To elucidate this issue, in Fig. 5.3-a) a fault in the cell 3 is shown (phase a). As a

result of this fault, capacitor voltage va2 increases its value until reaching a value equal

to the dc-link voltage Vdc. If the fault is produced in an internal cell (in this case cell 2),

then the capacitor voltages from each side of the faulty IGBT become equal to each other,

adopting an average value between their previous value under normal operating conditions.

In the case of a 3-cell converter this would give va2=va1=Vdc/2, as shown in Fig. 5.3-b).

Finally, Fig. 5.3-c) shows that a fault produced in the first cell of the converter forces

this cell’s capacitor to discharge completely, i.e. va1=0[V ]. The time taken to reach these

capacitor voltages depend on the capacitance values and the IGBT impedances and will

be, in general, faster than a standard sampling period [90]. If the fault is not detected on

time, a train of internal short circuits can be produced, which can destroy the IGBT’s [93].
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Figure 5.3: Short circuits in an FCC. a) Fault in Cell 3; b) Fault in Cell 2; c)

Fault in Cell 1.

5.3.2 Output Voltage Under a Fault Condition

As mentioned above, a cell fault can only be produced when a commutation is realised,

i.e., at a switching instant. This causes changes in one or two internal capacitor voltages,

e.g. vaj , but not necessarily in the output voltage, vao. Table 5.2 shows how a cell fault

will manifest itself in the output voltage, vao, for a three-cell FCC.

Whether internal faults can be observed in the converter output voltages depends on

which cell has failed and its switches state. For example, if the switch combination Sa=3

is applied, then the expected output voltage will be vao = va2, see Table 5.1. Thus, if a

fault has occurred in cells 2 or 3, then the output voltage will not be the expected one, i.e.,

va0 6= va2, as shown in Table 5.2. Therefore, these two internal faults can be observed in
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Table 5.2: Output voltages of an FCC Under a Fault Condition (phase a)

Sa = (Sa3, Sa2, Sa1) vao(t) in a Failed Cell vao(t) in a

Normal Condition Fault Condition

Sa = (0, 0, 0) = 0 0 Cell 1 0

Cell 2 0

Cell 3 0

Sa = (0, 0, 1) = 1 va1(t) Cell 1 0

Cell 2 (va2(t) + va1(t))/2

Cell 3 va1(t)

Sa = (0, 1, 0) = 2 va2(t) − va1(t) Cell 1 va2(t)

Cell 2 0

Cell 3 Vdc − va1(t)

Sa = (0, 1, 1) = 3 va2(t) Cell 1 va2(t)

Cell 2 (va2(t) + va1(t))/2

Cell 3 Vdc

Sa = (1, 0, 0) = 4 Vdc − va2(t) Cell 1 Vdc − va2(t)

Cell 2 Vdc − (va2(t) + va1(t))/2

Cell 3 0

Sa = (1, 0, 1) = 5 Vdc − va2(t) + va1(t) Cell 1 Vdc − va2(t)

Cell 2 Vdc

Cell 3 va1(t)

Sa = (1, 1, 0) = 6 Vdc − va1(t) Cell 1 Vdc

Cell 2 Vdc − (va2(t) + va1(t))/2

Cell 3 Vdc − va1(t)

Sa = (1, 1, 1) = 7 Vdc Cell 1 Vdc

Cell 2 Vdc

Cell 3 Vdc
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the output voltage, vao, whenever the switch combination Sa = 3 is applied. Nevertheless,

if a fault has been produced in the cell 1, the output voltage will still be the same than

the expected one, i.e., vao = va2, see Table 5.2. Consequently, an internal fault produced

in the cell 1 can not be observed in the output voltage, vao, when the switch combination

Sa = 3 is applied.

To make faults easily detectable from output voltage measurements, switching states se-

quences should be chosen as in Table 5.3 (the states for the other two phases are similar).

These sets, namely Sa, allow one to ensure that when a fault occurs, it will manifest itself

in the output voltage, once a commutation is realised.

The only cases where an internal fault cannot be detected are when the switch combina-

tions Sa=0 or Sa=7 are selected. However, in this situation a fault will always be detected

at the next commutation instant. Consequently, we can always use the measurement of

the output voltages vao, vbo, vco to identify a failed cell in one or, at most, two commutation

instants.

Table 5.3: Set of Switching States Depending on the Previous State (phase a)

Sa(k − 1) Sa(k)

0 {0, 1, 2, 4}

1 {0, 1, 2, 3, 5}

2 {0, 1, 2, 4, 7}

3 {1, 2, 3, 5, 7}

4 {0, 2, 4, 5, 6}

5 {0, 3, 5, 6, 7}

6 {2, 4, 5, 6, 7}

7 {3, 5, 6, 7}
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5.4 Fault Tolerant Predictive Control Strategy

We can distinguish the following control objectives:

i. Tracking of three-phase output current references.

ii. Tracking of capacitors voltage references.

To achieve these objectives, even if a fault occurs, we will next present a predictive con-

troller which minimizes a suitably defined cost function and where switching state se-

quences are restricted according to Table 5.3 (and similar sequences in the other two

phases).

5.4.1 Basic Principles

The predictive control strategy is implemented in discrete time with sampling frequency

fs = h−1. To obtain a discrete time model of the converter, we use a forward Euler

approximation. Expression (5.1)-(5.8), then yields:

vao[k] = va1[k]Sa1[k] + (va2[k]− va1[k])Sa2[k] + (Vdc − va2[k])Sa3[k], (5.9)

va1[k + 1] = va1[k] +
h

Ca1
(Sa2[k]− Sa1[k]) ia[k], (5.10)

va2[k + 1] = va2[k] +
h

Ca2
(Sa3[k]− Sa2[k]) ia[k], (5.11)

ia[k + 1] =

(
1− hR

L

)
ia[k] +

h

L
van[k], (5.12)

van[k] =
2

3
vao[k]− 1

3
vbo[k]− 1

3
vco[k]. (5.13)

where x[k] , x(kh).

To incorporate the tracking objectives (i.) and (ii.), we define the error signals per phase

via:

ey[k] ,


vy1[k]− v∗y1[k]

vy2[k]− v∗y2[k]

iy[k]− i∗y[k]

 , y ∈ {a, b, c} (5.14)
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where i∗y[k] are the desired three phase sinusoidal current references.

Under normal fault-free operating conditions, the so-called “balanced” capacitor voltage

references are chosen [94],

v∗y1[k] =
Vdc
3

v∗y2[k] =
2Vdc

3

As a remedial action, if a cell fault is detected, then the capacitor voltage references of

the associated phase are changed to maintain the output voltage levels, despite the fault

conditions [48].1

At each sampling instant k, a measurement of the capacitor voltages and load currents is

used for the minimisation of the following cost function:

J(Sa, Sb, Sc)[k] =
∑

y∈{a,b,c}

ey[l]
TPey[l] (5.15)

where

P = diag{λ1, λ2, 1} (5.16)

Here, λ1 and λ2 are design parameters, which allow one to trade current tracking errors

versus capacitor voltage tracking errors and, thus, achieve the proposed goals (i) and (ii).

The decision variables are Sa, Sb and Sc, which are restricted to belong to the finite sets

defined in Table 5.3, to allow the fastest fault detection.

The optimal switching action to be applied at time k + 1, namely Sopt[k], is obtained by

minimising J(Sa, Sb, Sc)[k]. Then, at the next sampling instant, k + 1, the cost function

J(Sa, Sb, Sc)[k + 1] is minimized using fresh state measurements. This gives Sopt[k + 1],

and so on.

As will be apparent in Section 5.5, this control method gives robust performance of the

1The use of non-conventional capacitor voltage references was also investigated in this thesis as can be

seen in Chapter 2.



5.4 Fault Tolerant Predictive Control Strategy 91

converter, as seen by the load. Consequently, the FCC does not need to be shut down

immediately, but can be repaired when convenient.

5.4.2 Estimation of Capacitor Voltages using Output Voltage Feedback

The predictive controller proposed in the previous section, in principle requires 3 sensors

per phase when applied to a 3-cell FCC [50]. They are 2 measurements of the capacitor

voltages and one of the output current. In addition, we also require measuring the output

voltages vao, vbo, vco to identify a possible cell fault. More generally, in a three-phase

n-cell FCC the number of sensors would be 3(n + 1). To reduce the number of sensors

needed, we estimate the capacitor voltages from (5.5)-(5.6), which in discrete time can be

rewritten via:

vy1[k] =vy1[k − 1] +
h

Cy1
(Sy2[k − 1]− Sy1[k − 1])iy[k]

vy2[k] =vy1[k − 1] +
h

Cy2
(Sy3[k − 1]− Sy2[k − 1])iy[k]

where iy[k], y ∈ {a, b, c} refers to the current values.

In a real implementation, this rather simple approach can produce an incremental error due

to inaccuracy of the model used, e.g., dead times, saturations, voltage drops, and capacitors

tolerance. To improve this situation, estimates can be corrected by measuring, at some

instants the capacitor voltages. For that propose, one can simply utilise the output voltage

measurement whenever the applied state is Sa(t)=1 or Sa(t)=3. The output voltage will

be vao(t)=va1(t) or vao(t)=va2(t), respectively. The above method allows one to reduce

the number of sensors, using only one measurement of voltage per phase to determine the

internal values of the capacitor voltages and to detect a fault condition. This is especially

useful for a large number of cells.2

2Recently, we have also investigated the us of a Discrete-Kalman Filter to improve the capacitor voltage

estimations, see [86].
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5.5 Results

To verify the performance of the proposed strategy, simulation studies were carried out

on a three-phase with three cells per phase. A main dc-link voltage of Vdc = 300 V was

used. The electrical parameters were: Cyj = 470 µF , R = 2.5 Ω and L = 1 mH. The

three-phase current references i∗y have an amplitude of 50 A and a frequency of fo = 50 Hz.

These simulations consisted of exposing the converter to an internal fault. The perfor-

mance of the converter operating with the proposed method is compared with the standard

predictive control applied under the same conditions. Additionally, the proposed scheme

was compared to standard PWM reconfiguration.

5.5.1 Standard Predictive Control

Standard predictive control was applied using a sampling frequency of fs=25[kHz]. Fur-

thermore, the controller is adjusted using weight factors λ1=λ2=0.1. In this case, the

switch combination Sy[k] does not depend on his previous value Sy[k − 1]. The results

of this simulation are presented in Fig. 5.4. It is possible to see from the figure that the

controller achieved good performance in the three phase currents and the capacitor volt-

ages. At the instant t = 51.48 ms switch Sa2 is kept in a permanent ON state in order

to simulate a short circuit failure of the switch. Thus, a cell fault occurs every time that

switch S̄a2 commutates to an ON state, therefore, the cell fault is not always present. In

this case the capacitor voltages va1 and va2 are equalised, reaching a value of Vdc/2. This

causes a reduction in the number of levels in the output voltage vao(t). Since the controller

does not know that cell 2 has failed, it still tries to control the capacitor voltages va1 and

va2. This reduces the performance in the output voltage vao(t) and in the line to line

voltage vab(t). This behaviour could be detrimental to the converter causing a succession

of faults and eventually a catastrophic failure [93].
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Figure 5.4: Standard predictive control strategy, λ1=λ2=0.1: capacitor voltages

va1,va2; load currents ia, ib, ic; output voltage vao; line to line voltage vab.

THD =3.2%THD =2.8%

THD =51.3%v THD =58.4%v

THD =27.4%v THD =30.3%v

cc

A

Figure 5.5: Predictive control robustness to fault, λ1=λ2=0.1: capacitor volt-

ages va1,va2; load currents ia, ib, ic; output voltage vao; line to line voltage vab.
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5.5.2 Fault Tolerant Strategy

We next examine the algorithm proposed in Sec. 5.4. In this case, the capacitor voltages

are estimated using output voltage feedback and switching states are restricted according

Table 5.3. As can be seen in Fig. 5.5, the startup is similar to the standard predictive

control. It is possible to see that, in a fault free condition, the electrical variables have a

distortion slightly higher than the standard method. This is because of the reduced set of

permitted switch state sequences. When the fault is produced, the capacitor voltages are

equalised, but in this case the fault is detected and then the faulty cell is isolated. Thus,

voltage va2 is not include ahead in the optimization. Therefore, the line to line voltage,

vab, presents a better behaviour (THDv=30.3%) than in the standard predictive control

(THDv=32.1%).

5.5.3 Standard phase shifted PWM with Fault Reconfiguration

To analyze the reconfiguration performance, we next study the method proposed in [90],

which uses phase shifted PWM modulation. This method achieves reconfiguration by

changing the phase of the carrier in order to obtain a three level output voltage.

In the simulation, the carrier frequency selected per cell is fcc = 1.5 kHz, obtaining a

switching output voltage of fc = 4.5 kHz. In Fig. 5.6, the result of the same fault case as

considered previously is shown. (Note, that startup performance was not included in this

simulation due to the fact that it takes a long time using PWM [50] and it is not the focus

of this work). This strategy improves the output voltage of the phase that has failed but

does not achieve good performance with respect to the line to line voltage.

5.5.4 Predictive Control Robustness to Faults with Reconfiguration

In this case, a change in the reference of the capacitor voltages is proposed as a reconfig-

uration method. Figure 5.7 shows the results of the fault case considered in the previous
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Figure 5.6: Standard phase-shift PWM with reconfiguration: capacitor voltages

va1,va2; load currents ia, ib, ic; output voltage vao; line to line voltage vab.
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THD =27.4%v THD =28.6%v
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Figure 5.7: Predictive control robustness to fault with reconfiguration: capacitor

voltages va1,va2; load currents ia, ib, ic; output voltage vao; line to line voltage

vab.
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three simulation studies. When the fault occurs (at t ≈ 51.48 ms), the phase output volt-

age loses one level. Under this fault conditions, va1 and va2 works as a unique capacitor,

then phase a operates as a 2-cell FCC. So, as proposed in [48], the number of levels can

be increased by changing the capacitors voltage ratio. Thus, as a remedial method, the

equivalent capacitor between Ca1 y Ca2 is forced to take a voltage of Vdc/3, restoring the

fourth level in the output voltage vao. Moreover, the distortion increment in the electrical

variables, under a fault condition, is clearly less than in the other cases studied, achieving

a good performance in both situations.

Finally, a zoom of the fault instant is presented in Fig. 5.8. In this figure it is possible to

see how the switch combination Sa follows a permitted sequence according to Table. 5.3.

In addition, the reader should note that the fault occurs when the state Sa changes from

Sa(0, 0, 1) = 1 to Sa(0, 1, 1) = 3. Under normal operating conditions the expected value of

the output voltage is vao = va2=200 V (see Table 5.1), but the measured output voltage

is vao = 150 V . Inspection of Table 5.2 tells us that a fault in cell 2 has occurred.

Figure 5.8: Predictive control robustness to fault with reconfiguration: capacitor

voltages va1,va2; output voltage vao; switch sequence applied Sa.
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5.6 Conclusion

A Predictive Control strategy to achieve robustness to faults has been proposed. This

methodology is applied to a three-phase three-cell FCC. The most important benefits of

this method is the good performance achieved in the tracking of the capacitor voltages

and the three-phase currents even when a fault occurs. The fault is identified using the

measurement of the output voltages. To ensure the fault be detected quickly, switching

sequences are restricted to a reduced set. We also showed how to estimate the capacitors

voltages from output voltage measurements, thus reducing the number of sensors needed

for implementation. We consider that the proposed strategy expands the possibilities of

the predictive control in industrial application not only to achieve good performance in

the tracking errors but also to accelerate fault tolerant operation of power converters.
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6

Stability Analysis of MPC with

a Discrete Input Alphabet

6.1 Introduction

In a variety of applications, system inputs are restricted to belong to a discrete alphabet of

allowed values [79,95–100]. There are several works related to stabilization of this kind of

systems, mainly focusing on uniform quantization [101,102], and logarithmic quantization

[103,104]. However, in many applications, the control set is given. One of the most studied

cases is related to on-off systems, e.g. power converters [105], and audio applications [87],

where each input is restricted to take only two values. This motivates the study of systems

with arbitrary discrete control alphabets.

Model predictive control (MPC) [12] is especially suited for constrained systems. Control

actions are calculated by solving, at each sampling instant, an optimal control problem

which forecasts, over a finite horizon, the future system behaviour from the current system

state. This generates an optimal control sequence. The control action to be applied to

the plant is the first element of this sequence.

Whilst stability of convex MPC formulations is relatively well understood, less is known

in the discrete alphabet case. In [36], stability analysis of a receding-horizon formulation

for LTI systems with quantized inputs has been presented. The focus of [36] is on charac-

terizing the region of attraction of the predictive controller. The stability analysis in [37]
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is based on designing a final state weighting term using an algebraic Lyapunov equation.

The main drawback of the stability analysis in [37] is its limitation to open-loop stable

systems. Moreover, the origin is required to belong to the control alphabet. Another way

to study closed-loop stability of MPC with finite alphabet constraints is by using robust

control concepts [85]. To do this, one can regard the finite set as a quantization of a

bounded nominal input set and solve a nominal optimization yielding a so-called nominal

input. Afterwards, a quantization process is performed in order to apply an available input

from the original finite set. This situation can be interpreted as the nominal input being

affected by a disturbance: the quantization error. Consequently, robustness analysis of

MPC under bounded disturbances can be carried out to establish sufficient conditions for

practical stability based on the nominal solution, see e.g. [106–109]. Unfortunately, as was

shown in [85], stability analysis based on this approach becomes unnecessary conservative

due to the fact that the quantization error is propagated ahead over all state predictions

to account for a worst case scenario.

To overcome the limitations of stability analyses outlined above, it is necessary to carefully

take into account the nature of the input. A key observation is that when system inputs

are restricted to belong to a discrete set, in general, the best one can hope for is to

obtain bounded state trajectories [102]. Therefore, in the present work we will focus on

practical stability (ultimate boundedness) [110]. To establish practical stability of LTI

systems governed by MPC with a discrete control set, we consider the (quadratic) MPC

cost function as a candidate practical-Lyapunov function and design the terminal cost by

using an algebraic Riccati equation. The associated terminal region, Xf , is designed based

on a convex control set. The original discrete input alphabet set becomes a quantization

of this convex set. The local controller is chosen to be the one-step optimal solution, as

presented in [37]. Thus, we can characterize a ultimately bounded invariant set, Dδ, by

regarding the quantization error generated by the proposed local controller, as a bounded

disturbance. Moreover, we establish sufficient conditions to guarantee that this ultimately

bounded invariant set is a subset of the terminal region, Dδ ⊆ Xf . This along with a

careful design of the terminal cost, allows us to establish asymptotic practical stability of

the predictive strategy.
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Notation and Basic Definitions

Let R and R≥0 denote the real and non-negative real number sets. The difference between

two given sets A ⊆ Rn and B ⊆ Rn is denoted by A\B = {x ∈ Rn : x ∈ A, x /∈ B}.

We represent the transpose of a given matrix A and a vector x via (Ax)′ = x′A′. The

Euclidean norm is denoted via | · | while the weighted Euclidean norm is denoted by

|x|2P = x′Px. Additionally, the induced norm of a given matrix A is its largest singular

value. The maximum and minimum eigenvalues of a given matrix A are represented via

λmax(A) and λmin(A) respectively.

Definition 6.1.1 [K-Functions [111]] A function σ: R≥0 → R≥0 is said to be a K-

function if it is continuous, strictly increasing and σ(0) = 0; σ is a K∞ function if it

is a K-function and unbounded (σ(s)→∞ as s→∞); a function β: R≥0×R≥0 → R≥0 is

a KL-function if it is continuous and if, for each t ≥ 0, the function β(·, t) is a K-function

and for each s ≥ 0 the function β(s, ·) is non-increasing and satisfies that β(s, t) → 0 as

t→∞.

6.2 Practical Stability

In this section we revise some basic aspects on practical stability for discrete-time systems

based on the regional input-to-state practical stability framework presented in [112, 113].

Here, the term regional is related to the fact that stability properties hold only in a specific

region, which is often the case when system constraints are present, see [114, 115]. The

term practical is used to emphasize that only stability of a neighbourhood of the origin is

studied. The latter property is, at times, also referred to as ultimate boundedness [110].

For further details on input-to-state stability see [111,116].

Consider a discrete-time system described by:

xk+1 = f(xk), f(0) = 0, (6.1)

where xk ∈ Rn is the system state.
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Definition 6.2.1 (Positively Invariant Set) A set A ⊆ Rn is said to be a positively

invariant set (PIS) for the system (6.1) if f(x) ∈ A, for all x ∈ A.

Definition 6.2.2 (UpAS) The system (6.1) is said to be Uniformly practically Asymp-

totically Stable (UpAS) in A ⊆ Rn if A is a PSI for (6.1) and if there exist a KL-function

β, and a nonnegative constant δ ≥ 0 such that

|xk| ≤ β(|x0|, k) + δ, ∀x0 ∈ A

If A , Rn then, the system (6.1) is said to be globally UpAS.

Definition 6.2.3 (Practical-Lyapunov function) A (not necessarily continuous) func-

tion V : Rn → R≥0 is said to be a practical-Lyapunov function in A for the system (6.1)

if A is a PIS and if there exist a compact set Ω ⊆ A, K∞-functions α1, α2, and α3, and

some constants d1, d2 ≥ 0, such that

V (|x|) ≥ α1(|x|), ∀x ∈ A, (6.2)

V (|x|) ≤ α2(|x|) + d1, ∀x ∈ Ω, (6.3)

V (f(x))− V (x) ≤ −α3(|x|) + d2, ∀x ∈ A. (6.4)

If A , Rn then, the function, V , is said to be a global practical-Lyapunov function.

Theorem 6.2.1 ( [113]) If (6.1) admits a practical-Lyapunov function in A, then it is

UpAS in A.

In the sequel, we will use the above tools to study practical stability of MPC with finite

input set constraints.

6.3 Finite-Control-Set MPC

Consider the following LTI system

xk+1 = Axk +Buk, (6.5)
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where xk ∈ Rn is the system state (assumed known to the controller), uK ∈ U is the control

input vector, and the matrix A is not necessarily Schur stable. The distinguishing issue

of the situation at hand is that the input constraint set has a finite number of elements1:

uk ∈ U = {u1, u2, . . . , up} ⊂ Rm. (6.6)

6.3.1 Quadratic MPC with a finite input alphabet

The MPC optimization of interest for the current state, xk = x, is given as

PN (x) : V op
N (x) = min

~u
{VN (x, ~u) | ~u ∈ U(x)}, (6.7)

where U(x) ∈ UN contains the constrained input predictions ~u =
[
û′0, . . . , û

′
N−1

]′
. The

associated predicted state trajectories

~x =
[
x̂′0, . . . , x̂

′
N

]′
, (6.8)

are generated using the following prediction model:

x̂j+1 = Ax̂j +Bûj . (6.9)

where x̂0 = xk is the current plant state. The optimization problem (6.7) is constrained

as per:

ûj ∈ U, ∀j ∈ {0, . . . , N − 1} , (6.10)

x̂N ∈ Xf . (6.11)

Here, (6.10) encompasses the finite control set constraint along the prediction horizon,

while (6.11) is a terminal constraint, with terminal region Xf ⊆ Rn. The cost function is

chosen as

VN (x, ~u) =
N−1∑
j=0

`(x̂j , ûj) + Vf (x̂N ), (6.12)

where N is the prediction horizon, and where `(x̂, û) = |x̂|2Q+ |û|2R is the stage cost with Q

and R positive definite matrices. The term Vf (x̂) = |x̂|2P , in which P is positive definite,

1In Section 6.4, we illustrate the use of our results when U is countably infinite, see Corollary 6.4.1.
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represents the terminal cost. As in convex MPC formulations, the terminal region Xf and

terminal cost Vf (·) can be used to guarantee stability of the resulting control loop [12].

Their design will be considered in the stability analysis of Section 6.4.

Consequently, the optimal input sequence, ~uop(x), is that one which minimizes the cost

function,

~uop(x) , arg

{
min
~u∈U(x)

VN (x, ~u)

}
. (6.13)

For future reference, we denote its components via

~uop(x) =
[
(ûop0 )′, . . . , (ûopN−1)′

]′
, (6.14)

while the resulting optimal state sequence is ~xop(x) =
[
x′, (x̂op1 )′, . . . , (x̂opN )′

]′
. We also

denote the domain of the cost function VN , via XN , {x ∈ Rn : U(x) 6= ∅}. Therefore, XN

contains all x ∈ Rn such that there exists a sequence ~u ∈ U(x) satisfying the constraints

(6.10)-(6.11).

Only the first element of ~uop(x) is applied to the system at each sampling instant. The

solution of the optimal problem, PN (x) in (6.7), yields the MPC control law, κN (·) : XN →

U,

κN (x) , ûop0 . (6.15)

Thus, the resulting finite alphabet MPC loop can be represented via

xk+1 = Axk +BκN (xk). (6.16)

In Section 6.4.2 we will also investigate a related Dual-Mode controller.

6.3.2 Optimal Solution without Terminal Constraints

Here we present a closed form expression for the solution of the finite alphabet MPC

problem without terminal constraint (6.11), as established in [37]. Firstly, we define the

predicted state sequence as, see (6.8), ~x[1:N ] = [x̂′1, . . . , x̂
′
N ]′. Considering an initial system
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state x̂0 = x, from (6.9), we obtain ~x[1:N ] = Φ~u+ Λx, where

Φ ,


B 0 · · · 0 0

AB B · · · 0 0
...

...
. . .

...
...

AN−1B AN−2 · · · AB B

 , Λ ,


A

A2

...

AN

 .

Thus, the cost function (6.12) can be re-written as

VN (x, ~u) = ν(x) + ~u′W~u+ 2~u′Fx,

where the term ν(x) is independent of ~u and

W , Φ′QΦ +R ∈ RNm×Nm,

F , Φ′QΛ ∈ RNm×m,

with

Q , diag {Q, . . . , Q, P} ∈ RNn×Nn,

R , diag {R, . . . , R} ∈ RNm×Nm.

Notice that, since Q and R are positive definite, so is W .

Remark 6.3.1 (Unconstrained Solution) If in PN (x) presented in (6.7) the control

and terminal constrains (6.10)-(6.11) are not taken into account, i.e. U = Rm and Xf =

Rn, then VN (x, ~u) is minimized when

~uopuc(x) , arg

{
min

~u∈RNm
VN (x, ~u)

}
, −W−1Fx. (6.17)

Definition 6.3.1 (Vector Quantizer (see e.g. [100])) Consider a set A ⊆ Rn a finite

set B , {b1, . . . , bp} ⊂ Rn. A function qB(·) : A → B is an Euclidean vector quantizer if

qB(a) = bi ∈ B if and only if bi satisfies that | a − bi |≤| a − bj |, for all bj 6= bi, where

bj ∈ B. The associated quantization error is defined as ηB(a) , qB(a)− a.

The following result was established in [37].
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Theorem 6.3.1 Consider PN (x) in (6.7), and suppose that there is no terminal constraint

(6.11), i.e., Xf = Rn. Denote the elements of UN , U× · · · × U via {µ1, . . . , µr}. Then,

the optimal minimizing solution in (6.13) is given by

~uop(x) = W−1/2qν

(
W 1/2~uopuc(x)

)
= W−1/2qν

(
−W−1/2Fx

)
, (6.18)

where the vector quantizer qν maps RNm to V, represented via V , {ν1, . . . , νr} ⊂ RNm,

in which νi = W 1/2µi for all µi ∈ UN .

6.4 Practical Stability of FCS-MPC

Stability of LTI systems with a discrete input alphabet under quadratic MPC has been

studied in [37]. However, the analysis in those works is limited to open-loop stable plants

(λmax(A) < 1) and the origin belongs to the control alphabet U. Whilst [37] gives some

insights stability issues for open-loop unstable plants, it fails to treat this case in a sat-

isfying manner, providing only a computational method. In the present section, we will

establish sufficient conditions for practical stability of the MPC formulation of Section 6.3.

We also give results for a related Dual-Mode approach.

6.4.1 Finding a Suitable Quantized Local Control Law

A widely-used idea to establishing stability of MPC is based on finding a known controller,

κf (x), which can stabilize the system within the terminal region Xf , see [12] and compare

to [117]. It is well known that for a disturbance-free LTI system with convex constraints,

say xk+1 = Axk + Būk, under quadratic MPC, one can use a fixed state feedback gain

as a stabilizing controller for the terminal region Xf (see Section 2.5 in [12]). To adapt

this idea to systems with discrete alphabet control inputs, we first introduce an associated

convex set via:

Ū , {ū ∈ Rm : |ū| ≤ ūmax} ,

where ūmax ∈ (0,∞) is a design parameter. Since Ū is bounded, so is the quantization

error, thus

∆q , max
ū∈Ū
|qU (ū)− ū| <∞. (6.19)
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Note that ∆q depends upon ūmax.

Taking this ideas, we propose to prove stability of discrete alphabet MPC by examining

properties of a local controller, namely, the optimal solution presented in (6.18) with

prediction horizon N = 1, in which case

~uopuc(x) = ūf (x) = Kx, (6.20)

with K = −W−1F , where F = B′PA and

W = B′PB +R. (6.21)

Thus, the proposed local controller can be expressed via (see (6.17)):

κf (x) = W−1/2qν

(
W 1/2ūf (x)

)
= Kx+W−1/2ην(x), ∀x ∈ Xf . (6.22)

Clearly,

|ην(x)| ≤ |qν
(
W 1/2ūf (x)

)
−W 1/2ūf (x)| (6.23)

≤ |W 1/2qU (ūf (x))−W 1/2ūf (x)|

≤ |W |1/2|qU (ūf (x))− ūf (x)| (6.24)

≤ |W |1/2∆q, (6.25)

where we have used (6.19). The above motivates us to define the terminal region in (6.11)

as:

Xf ,

{
x ∈ Rn : |x| ≤ b , ūmax

|K|

}
. (6.26)

providing |ην(x)| ≤ |W |1/2∆q for all x ∈ Xf .

Consequently, system (6.5) with the finite alphabet controller κf (x) in (6.22), can be

expressed via:

xk+1 = AKxk + wf (xk), AK = A+BK, ∀xk ∈ Xf , (6.27)

where wf (xk) = BW−1/2ην(xk) represents the effect if the quantization on the “nominal

system”, xk+1 = AKxk.
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Notice that in (6.27) wf (xk) is not an external disturbance but a known discontinuity,

produced by the quantization, which makes (6.27) a nonlinear system. The key point here

is that wf (x) is bounded for all x ∈ Xf . This motivates us to analyze the closed-loop

dynamics by regarding wf (xk) as a bounded disturbance; cf. [118].

The following preliminary result uses this approach:

Lemma 6.4.1 Consider the following positive constants: a1 = λmin(P ), a2 = λmax(P ),

a3 = λmin(Q), a4 = |B′PB + R|, and ρ = 1 − a3
a2
∈ (0, 1). Let Dδf , {x ∈ Xf : |x| ≤ δf}

be a neighborhood of the origin, where

δ2
f , γ∆2

q , γ ,
a4

a1(1− ρ)
. (6.28)

Suppose that the matrix P in the terminal cost, Vf (x), is chosen to be the solution to the

algebraic Riccati equation

A′KPAK +Q∗ − P = 0, Q∗ = Q+K ′RK, (6.29)

where K is as in (6.20). If ∆q in (6.19) is bounded by

∆2
q <

(
a1 − a2ρ

a4

)
b2, (6.30)

where b is as in (6.26), then κf (x) in (6.22) is a practically stabilizing controller in Xf

for system (6.5) with Dδf ⊂ Xf as an ultimately bounded set.

Proof. We apply Theorem 6.2.1 with α1(s) = a1s
2, α2(s) = a2s

2, and d1 = 0. Direct

calculations give that:

Vf (Ax+Bκf (x)) + `(x, κf (x))− Vf (x)

= |AKx+BW−
1
2 ηv(x)|2P + |x|2Q + |Kx+W−

1
2 ην(x)|2R − |x|2P ,

= x′
(
A′KPAK +Q∗ − P

)
x+ 2x′(A′KPB +K ′R)ην(x) + |ην(x)|2,

where W is as in (6.21). Since matrix P is chosen according to (6.29), we have that

A′KPB + K ′R = A′PB + K ′(B′PB + R) = 0. Considering that in Xf the quantization

error ην(x) is bounded as in (6.30), it follows that

Vf (Ax+Bκf (x)) + `(x, κf (x))− Vf (x) ≤ |W |∆2
q , ∀x ∈ Xf . (6.31)
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Thus, property (6.4) holds with α3(s) = a3s
2 and d2 = a4∆2

q . Consequently, it follows

that ∆Vf (x) = Vf (xk+1)− Vf (x) ≤ −a3|x|2 + a4∆2
q , for all x ∈ Xf .

This allows us to establish the following relationship

Vf (xk+1) ≤ ρVf (xk) + a4∆2
q , ∀xk ∈ Xf ,

which implies that

|xk+1|2 ≤
a2

a1
ρ|xk|2 +

a4

a1
∆2
q , ∀xk ∈ Xf . (6.32)

Suppose that xk ∈ Xf , i.e. |xk| ≤ b, and that the quantization error is bounded as in

(6.30), thus we obtain that

|xk+1|2 ≤
a2

a1
ρb2 +

a4

a1

(a1 − a2ρ)

a4
b2 ≤ b2,

thus xk+1 ∈ Xf and Xf is a PIS for (6.27). Therefore, by iterating (6.32), it is posible to

exponentially bound the system state evolution via:

|xk|2 ≤
a2

a1
ρk|x0|2 +

(
1− ρk

1− ρ

)
a4

a1
∆2
q , ∀k > 0, x0 ∈ Xf .

Thus, lim supk→∞ |xk| ≤ δf provided x0 ∈ Xf . Consequently, by Theorem 6.2.1, the

proposed local controller, κf (x) in (6.22), is a practically stabilizing controller for the

system (6.5) for all x ∈ Xf .

The above result establishes that provided the set U is such that (6.30) is satisfied and

the cost function is appropriated chosen , the one-step solution (6.22) is locally stabilizing

in Xf . This fact is used in the sequel to derive conditions for the practical stability the

multi-step controller in (6.15).

6.4.2 MPC with a finite Alphabet

For the finite alphabet controller in (6.15), we can establish sufficient conditions for the

practical stability based on the proposed local controller, κf (k).

Theorem 6.4.1, given bellow, establishes that for all x0 ∈ XN , the system will be steered

by the multi-step predictive controller towards the terminal region Xf ⊆ XN and then

(with the same controller) into an ultimately bounded set DδN ⊂ Xf .
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Theorem 6.4.1 Let DδN , {x ∈ Xf : |x| ≤ δN} be a neighborhood of the origin, where

δ2
N , γN∆2

q , γN ,

(
1 + (1− ρ)N

λmin(Q)(1− ρ)

)
|W |. (6.33)

Suppose that the matrix P in Vf (x) satisfies (6.29). If ∆q in (6.19) is bounded by

∆2
q <

b2

γN
, (6.34)

then system (6.16) is UpAS, i.e., lim supk→∞ |xk| ≤ δN for all x0 ∈ XN . Furthermore,

there exists a finite instant t > 0, such that xk converges at an exponential rate, i.e., there

exists c > 0, such that

|xk|2 ≤ cρk−t|xt|2 + γN∆2
q , ∀k ≥ t. (6.35)

Proof. To prove this theorem we verify the conditions given in Definition 6.2.3. Clearly

(6.2) holds with α1(s) = c1s
2 for all x ∈ XN , where c1 = λmin(Q).

Using κf (x) in (6.22), we can obtain the following feasible input sequence

ũ(x) = [κf (x)′, κf (x̂1)′, . . . , κf (x̂N−1)′]′,

see also [79]. Taking into account Lemma 6.4.1, it follows that

|x̂N−1|2Q + |κf (x̂N−1)|2R + |x̂N |2P = |x̂N−1|2P + |ην(x̂N−1)|2.

By iterating this procedure and using optimality, we obtain the bound

VN (x, ~uop(x)) ≤ VN (x, ũ(x)) = |x|2P +

N−1∑
j=0

|ην(x̂j)|2, ∀x ∈ Xf .

Therefore, (6.3) holds with α2(s) = c2s
2 + d1, where c2 = λmax(P ), and d1 = N |W |∆2

q for

all x ∈ Xf .

Considering the optimizing sequence ~uop(x) in (6.14) we obtain that the optimal value of

the cost function is given by

V op
N (x) = VN (x, ~uop(x)). (6.36)
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Taking into account the proposed stabilizing local controller, κf (x), we can adopt the

shifted sequence approach [12] and use the following feasible input sequence

ũ = [(ûop1 )′, . . . , (ûopN−1)′, κf (x̂N )′]′,

where, by constraint (6.11), x̂N ∈ Xf . By optimality, we obtain the bound

V op
N (xk+1) ≤ VN (xk+1, ũ). (6.37)

Comparing (6.36) with (6.37), and taking into account (6.12), we obtain that (with xk = x)

∆VN (x) =V op
N (xk+1)− V op

N (x) ≤ VN (xk+1, ũ)− V op
N (x)

=− `(x, κN (x)) + Vf (Ax̂N +Bκf (x̂N )) + `(x̂N , κf (x̂N ))− Vf (x̂N ).

Therefore, considering (6.31), it follows that

∆VN (x) ≤ −c3|x|2 + a4∆2
q , ∀x ∈ XN . (6.38)

Finally, from (6.38), property (6.4) holds with α3(s) = c3s
2 and d2 = a4∆2

q where c3 =

λmin(Q) for all x ∈ XN .

Suppose that for an instant t > 0, x ∈ Xf . Then, using (6.38) we can derive

VN (xk+1) ≤ ρVN (x) + (1 + (1− ρ)N) |W |∆2
q , ∀x ∈ Xf .

Thus, by iterating this procedure, it is possible to exponentially bound the system state

evolution via:

|xk|2 ≤
c2

c1
ρk−t|xt|2 + γN∆2

q , ∀xt ∈ Xf , k ≥ t.

Since ρ ∈ (0, 1), it is clear that lim supk→∞ |xk| ≤ δN for all xt ∈ Xf . Therefore, consider-

ing (6.34), we have that DδN ⊂ Xf .

Now, for our analysis, it is convenient to introduce the following constant:

ε ,

(
1 + (1− ρ)(N − 1)

1− ρ

)
a4∆2

q
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Since N ≥ 1 and ρ ∈ (0, 1), then ε > 0. Thus, from (6.38) and considering (6.33), it

follows that

∆V (x) ≤ −c3δ
2
N + a4∆2

q = −ε, ∀x ∈ XN\DδN .

Therefore, for any initial state x0 ∈ XN , there exists a finite instant t > 0, such that

xk ∈ Xf for all k > t and, thus, (6.35) holds. Consequently, by Theorem 6.2.1, the finite

alphabet MPC loop (6.16) is UpAS for all x0 ∈ XN\Xf and practically exponentially

stable for k > t.

Dual-Mode MPC Formulation

By using the local controller in (6.22), it is possible to define a dual-mode finite alphabet

MPC strategy as follows:

κDM (x) =


κN (x), x ∈ XN\Xf

κf (x), x ∈ Xf

Thus, the resulting dual-mode finite alphabet MPC loop can be represented via:

xk+1 = Axk +BκDM (xk), ∀xk ∈ XN . (6.39)

Theorem 6.4.2 (Stability of Dual-Mode MPC) Suppose that the matrix P in the

terminal cost, Vf (x), satisfies (6.29), and the quantization error is bounded as in (6.30),

then (6.39) is UpAS, i.e., lim supk→∞ |xk| ≤ δf for all x0 ∈ XN .

The proof of Theorem 6.4.2 can be derived based on the proof of Lemma 6.4.1 and Theo-

rem 6.4.1.

MPC with a Discrete Alphabet

We conclude our analysis by considering infinitely countable alphabets. The following

result can now be easily derived.
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Corollary 6.4.1 Suppose that the control set, U, is infinitely countable and that there

exists ∆max <∞, such that for all uj ∈ U:

min
ui∈U
|uj − ui| ≤ ∆max.

If the quadratic cost function, VN (x, ~u), is designed according to (6.29), then both, the

MPC loop (6.16) and the dual-mode loop (6.39) are globally UpAS.

Proof. Since U is an infinitely countable set, we can chose Ū , Rm, i.e., ūmax = ∞.

From (6.26), we have that the terminal region is Xf , Rn. Thus, ∆q in (6.19) satisfies that

∆q ≤ ∆max
2 for all ū ∈ Rm. Therefore, from Lemma 6.4.1, Vf (x) is a practical-Lyapunov

function for the system (6.5), with respect to the associated quantization error, for all

x ∈ Rn. Consequently, the region of attraction of the discrete alphabet MPC loop (6.16)

is XN , Rn and the result follows from Theorem 6.4.1. The dual-mode formulation can

be treated in a similar manner.

An important case where Corollary 6.4.1 establishes UpAS (which was not treated in

previous works) is for open-loop unstable systems (6.5) and where the input set U is a

lattice [98,100,119].

6.5 Illustrative Example

Consider a finte-set constrained system (6.5), (6.6), where

A =

0.3 0

0.3 1.1

, B = −

0.2

0.8

 . (6.40)

The input is restricted to belong to the nonuniform finite set:

U , {−0.7,−0.4, 0.2, 0.5, 1}, (6.41)

In this case we choose ūmax = 1. Therefore, the associated convex control set can be char-

acterized by Ū , [−1, 1], obtaining ∆q = 0.3. The MPC strategy (6.16) was implemented
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with parameters N = 4, Q = I2 and R = 0.01. The terminal cost, Vf = |x|2P , is chosen in

order to satisfy the first condition in Theorem 6.4.1, see (6.29), yielding:

P =

 1.0532 −0.0573

−0.0573 1.0938

 , K = [0.4204 1.2945].

The terminal region is characterized by:

Xf ,

{
x ∈ R2 : |x| ≤ b , ūmax

|K|
= 0.7347

}
.

It is important to emphasize that the predictive controller directly provides a valid input

to steer the system towards the ultimately bounded set, i.e., only elements of the finite

set (6.41) are considered in the minimization of the quadratic cost function.

To guarantee stability of the predictive closed-loop, we verify the condition (6.34) presented

in Theorem 6.4.1, where

∆2
q = 0.09 <

b2

γN
= 0.1185,

with γN = 4.5562. Thus, the ultimately bounded set can be expressed by:

DδN , {x ∈ Xf : |x| ≤ δN = 0.6404} .

Figure 6.1 depicts the system state evolution of the finite set constrained MPC loop (6.16),

starting from different initial conditions until reaching the ultimately bounded set, DδN . In

addition, Fig. 6.1 also shows the ultimately bounded set Dδf for the dual-mode formulation

(6.39). It is worth emphasizing that the trajectories obtained by using κN (x) and κDM (x),

in general, differ.
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Figure 6.1: Evolution of the system state under quadratic MPC with a finite

control set (6.15).

6.6 Conclusions

In this work, sufficient conditions to ensure practical stability of LTI systems with a dis-

crete input alphabet have been presented. It is shown that stabilization of a neighbourhood

of the origin when using the finite alphabet MPC loop is possible if the cost function is

designed as per our results. Further work includes tracking of time-varying references and

the design of a robust MPC strategies with a discrete input alphabet for systems with

external disturbances.
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7

FCS-MPC of Power Converters:

Stability and Performance

7.1 Introduction

Based on the results presented in Chapter 6, a stability and performance analysis of FCS-

MPC for power converters is presented is this section.

To emphasize the importance of the lack of stability guarantees, one can analyze the prob-

lem from a different viewpoint. It can be noticed that the available switch combinations

generate a finite set of subsystems, i.e., x(k + 1) = Aix(k) + Biu(k) for given matrix

pairs (Ai, Bi). Thus, a power converter can be modeled as a switched linear system.

Consequently, obtaining an optimal switching input is equivalent to choosing an optimal

subsystem, (Aopi , B
op
i ), at each sampling instat. Thus, the control goal is achieved by com-

muting among these subsystems. However, even when each subsystem is open-loop stable,

i.e., λmax(Ai) < 1 for all i, the resulting closed-loop system generated by the control law

may be unstable, i.e. become unbounded. Further details related to stability of switched

systems can be found in [120].

A practical case when stability problems arise in power electronics is when FCS-MPC is

applied to active front end rectifiers (AFEs). In general, FCS-MPC is applied to control

the active and reactive power in the ac-side of the converter while, to regulate the dc-

link voltage, a second control loop, based on a PI controller, is used [33, 34]. Recently,
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a predictive formulation for AFEs which considers both the ac and dc sides has been

proposed in our recent work [121]. Here, it has been shown that an AFE can be modeled

as a switched linear system. Nonetheless, stabilizing this converter when FCS-MPC is

applied, without using a second control loop, can be a complex task. To overcome this

problem, in [121] we have proposed to derive compatible dynamic references for the dc-

voltage and the active power in order to smoothly achieve the control goals in a larger

horizon, without requiring additional control loops.

Another important issue related to FCS-MPC comes from the fact that this MPC strategy,

in general, does not provide an explicit solution. This makes characterizing the resulting

closed-loop performance a non-trivial task.

The above issues motive us to focus on the stability analysis of FCS-MPC for power

converters. A remarkable tool to address this problem is Lyapunov stability theory [110].

More precisely, for convex MPC formulations it has been shown that stability can be estab-

lished, by considering the cost function of the optimal problem as a candidate Lyapunov

function [12,13].

In the present work we present a stability analysis of FCS-MPC for power converters. The

key idea of our approach is based on representing power converters as linear systems with

quantized inputs. This allows us to establish practical stability of the power converter to

a neighbourhood of a set point (desired system reference). The present work shows, in

a semi-tutorial manner, how the ideas of our recent submission [122] can be applied to

the analysis and design of FCS-MPC for power electronics and drives. From a technical

viewpoint, the current work extends the framework of [122] to encompass, not only con-

stant, but also sinusoidal references. As illustrative examples, our results are applied to

FCS-MPC for a buck dc-dc converter and a 2-level dc-ac inverter.
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Notation

Let R and R≥0 denote the real and non-negative real numbers. The difference between

two given sets A ⊆ Rn and B ⊆ Rn is denoted by A\B = {x ∈ Rn : x ∈ A, x /∈ B}.

We represent the transpose of a given matrix A and a vector x via (Ax)T = xTAT . The

maximum and minimum eigenvalues of a given matrix A are represented by λmax(A) and

λmin(A) respectively. | · | stands for the Euclidean norm. For any positive definite matrix

P , |x|2P = xTPx represents the square weighted Euclidean norm. We denote by In×n the

identity matrix of size n× n.

7.2 Preliminaries on Practical Stability

As foreshadowed in the introduction, a key observation when studying power converters is

that since system inputs (switch combinations) are restricted to belong to a finite set, in

general, the best one can hope for, is that state trajectories be bounded near the desired

system reference. Therefore, in the present work we will focus on practical stability or

ultimate boundedness. The term practical is used to emphasize that only stability of a

neighbourhood of the system reference can be guaranteed. To understand this concept,

some useful definitions are provided below. Further background on practical stability can

be found in Chapter 5.2 of [110].

7.2.1 Coordinate Transformation

Consider that the power converter to be controlled can be modeld as a discrete-time LTI

system via

x̂(k + 1) = f(x̂(k), û(k)) = Ax̂(k) +Bû(k), (7.1)

where x̂ ∈ X̂ ⊆ Rn is the system state (e.g. voltages and currents) and û ∈ Û ⊂ Rm

is the control input (e.g. input voltages or power switches). The desired reference is

represented by x? ∈ X̂. The control goal is represented by an equilibrium point via the
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target x̂(k + 1) = x̂(k) = x?. From this, it follows that

x? = Ax? +Bu? ⇒ x? = (I −A)−1Bu?,

where u? ∈ Û is the required input to maintain x?. If we define the system deviation as

x = x̂− x?, then

x(k + 1) = x̂(k + 1)− x?

= A(x(k) + x?) +B(u(k) + u?)− x?.

Since x? = Ax? +Bu?, we obtain that

x(k + 1) = f(x(k), u(k)) = Ax(k) +Bu(k), (7.2)

In the sequel, we consider that x ∈ X ⊆ Rn is the system state and u ∈ U ⊂ Rm is the

control input. Consequently, the control goal becomes one of leading the system (7.2)

to the origin. Clearly, the origin is an equilibrium point, f(0, 0) = 0, for (7.2). This is

equivalent to leading the original system (7.1) to the desired reference, x?.

7.2.2 Practical Asymptotic Stability

Definition 7.2.1 (Control positively invariant set). A set A ⊆ Rn is said to be a control

positively invariant set (PIS) for the system (7.2) if there exists an input u ∈ U such that

f(x, u) ∈ A, for all x ∈ A.

Definition 7.2.2 (Practical Asymptotic Stability) The system (7.2) is said to be practi-

cally Asymptotically Stable (PAS) in A ⊆ Rn if A is a PIS for (7.2) and if for an initial

condition x0 ∈ A there exists a positive constant δ, and a function β(|x0|, k), which is

monotonically decreasing in k and monotonically increasing in |x0|, such that

|x(k)|l ≤ β(|x0|, k) + δ, (7.3)

for all k ≥ 0.

In the case that the function β(|x0|, k) is given by β(|x0|, k) = c|x0|lρk, where c ≥ 1,

ρ ∈ (0, 1) and l > 0, we will say that system (7.2) is practically Exponentially Stable
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(PES) in A. Thus, (7.3) can be expressed by:

|x(k)|l ≤ c|x0|l · ρk + δ, (7.4)

for all x0 ∈ A and k ≥ 0.

Definition 7.2.3 (Ultimately invariant set) Notice from (7.3) that, if system (7.2) is

PAS, since the function β(|x0|, k) decreases over time, β(|x0|, k) → 0 as k → ∞, the

system state will ultimately be confined in

Dδ = {x ∈ Rn : |x(k)| ≤ δ}.

Accordingly, we will say that the set Dδ is PAS for the system (7.2). This situation is

depicted in Fig. 7.1.

Remark 7.2.1 If in (7.3) and (7.4) δ = 0, then the system (7.2) is said to be asymp-

totically stable (AS) and exponentially stable (ES) respectively. Thus, since β(|x0|, k)

decreases over time, i.e., β(|x0|, k) → 0 as k → ∞, then the origin is AS for the system

(7.2).

D

x0

0 k

x( )k

±

±

a) b)

¯ x ;k ±( )+

x( )k

0

Figure 7.1: Practical stability representation: a) Practical asymptotic (exponen-

tial) stability. b) Ultimately invariant set Dδ.
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7.2.3 The Role of Lyapunov Functions

To understand the Lyapunov function idea, it is convenient to recall the energy behaviour

in a passive electrical system. For example, in an RLC circuit, the total stored energy is

the sum of individual stored energy in the inductor, EL = 1
2Li

2
L, and in the capacitor,

EC = 1
2Cv

2
c . This energy is dissipated in the resistance R as time proceeds. Thus, the total

system energy, ET = EL+EC , will decay to zero. Consequently, the system state, namely

(iL, vc), tends to a final equilibrium point, iL = vc = 0. Lyapunov stability methods

follow a similar concept. If one can find a function for a given system which evolves over

time similarly to the energy in a passive system, then the system state will converge to

an equilibrium point. From this intuitive idea, we next give a simplified discussion of this

theory. See [110] for a more thorough presentation.

Definition 7.2.4 (Practical control-Lyapunov Function) A (not necessarily continuous)

function V : Rn → R≥0 is said to be a practical control-Lyapunov function (CLF) in

A ⊆ Rn for the system (7.2) if A is a control PIS and if there exists a compact (i.e.,

closed and bounded) set Ω ⊆ A, some positive constants a1, a2, a3, d, and σ such that,

for all x ∈ A, there exist u ∈ U

V (x) ≥ a1|x|l, ∀x ∈ A, (7.5)

V (x) ≤ a2|x|l + d, ∀x ∈ Ω, (7.6)

V (f(x, u))− V (x) ≤ −a3|x|l + σ, (7.7)

for some l ≥ 1.

Theorem 7.2.1 (Converse theorem [113]) If the system (7.2) admits a practical control-

Lyapunov function in A, then it is PAS in A.

The above result tells us that, if we can find a CLF for the system to be controlled, then

it is PAS (or PES) as presented in Definition 7.2.2. In other words, a practical CLF

provides sufficient conditions for the existence of a controller u(x) = κ(x) which ensures

asymptotic (exponential) stability to a neighbourhood of the origin Dδ for the controlled

system x(k + 1) = f(x(k), κ(x(k))).
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In the remainder of this work, we will build upon the above concepts to study stability

and performance of power converters governed by FCS-MPC.

7.3 Examples

In this section we present two kinds of power converters which can be modeled as LTI

systems with a quantized input.

7.3.1 Buck DC-DC Converter

This power converter, presented in Fig. 7.2, contains three power switches. Each of them

can adopt only two values, i.e., Si = 0 if the switch is open and Si = 1 when it is closed.

It means that Si ∈ {0, 1}, for all i ∈ {1, 2, 3}. It is clear that, for avoiding internal faults,

some of the switch combinations are forbidden.

Thus, if we define the switching input vector as: s(t) =
[
S1(t) S2(t) S3(t)

]T
, then it

will be restricted to belong to the following set:

s(t) ∈




0

0

1

 ,


0

1

0

 ,


1

0

0


 .

This is equivalent to consider the input voltage, vi(t), as control input, which is constrained

according to:

vi(t) ∈ V ,

{
0,
Vdc
2
, Vdc

}
. (7.8)

dc

v

V
2

dcV
2

S2

S3

S1

C

iL

r vo

L

vvi

Figure 7.2: Three-level buck dc-dc converter.
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The continuous-time model for the buck dc-dc converter is expressed via:

diL(t)

dt
= − 1

L
vo(t) +

1

L
vi(t),

dvo(t)

dt
=

1

C
iL(t)− 1

rC
vo(t).

(7.9)

To facilitate the analysis, we next study the power converter in per-unit frame. To do

this, we choose a base voltage, Vbase = Vdc, and a base current, Ibase = Vdc/r.

Afterwards, using a forward Euler approximation, we transform the continuous-time model

in (7.9) into discrete-time form. Thus, the buck dc-dc converter in per-unit frame, can be

expressed by:

iL,pu(k + 1) = iL,pu(k)− hr

L
vo,pu(k) +

hr

L
vi,pu(k),

vo,pu(k + 1) =
h

rC
iL,pu(k) +

(
1− h

rC

)
vo,pu(k),

where h stands for the sampling period.

Considering x̂ = [iL,pu v0,pu]T , the buck dc-dc converter can be represented as a switched

system via:

x̂(k + 1) = Aix̂(k) +Bi, ∀i ∈ {1, 2, 3}, (7.10)

where

A1 = A2 = A3 = A,

B1 = 02×1, B2 =
1

2
B, B3 = B,

in which

A =

 1 −hr
L

h
rC 1− h

rC

 , B =

hrL
0

 .
To represent this power converter as an LTI system with quantized input, we consider

û = vi,pu, as the control input. Thus, the model presented in (7.10) becomes

x̂(k + 1) = Ax̂(k) +Bû(k). (7.11)

Now, we assume that we seek to obtain an output voltage of v?o = αVdc, with α ∈ (0, 1).

From the system model, one can see that this voltage reference will be reached when the
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inductor current is i?L = v?o/r = αVdc/r. On the other hand, the required voltage input,

v?i , to keep this desired steady state is v?i = v?o = αVdc. Thus, the per-unit references

become i?L,pu = v?o,pu = α, yielding x? = [α α]T .

Remark 7.3.1 Notice that the desired output voltage reference, v?o = αVdc, may not be

an element of the finite set V in (7.8). Therefore, it is not always possible to achieve an

equilibrium point. Thus, the best one can hope for, is that state trajectories be bounded

near the desired reference. It is for this reason we focus on practical stability as shown in

Fig. 7.1.

Finally, the system state representation of the buck dc-dc converter, in per-unit frame, is

given by

x(k + 1) = Ax(k) +Bu(k),

where x = x̂ − x? and u = vi,pu − α. Consequently, since vi ∈ V, the control input, u, is

restricted to belong to the finite set U expressed via:

u(k) ∈ U ,
{
−α, 1

2 − α, 1− α
}
.

7.3.2 2-Level Inverter

The topology of this dc-ac converter is presented in Fig. 7.3. The continuous-time dynamic

model for each output current, iy, is given by:

diy(t)

dt
= − r

L
iy(t) +

1

L
(Vdcsy(t)− vno(t)), ∀y ∈ {a, b, c},

where vno stands for the common mode voltage defined as vno(t) = 1
3(via(t)+vib(t)+vic(t)).

In this case, the input, sy, belongs to the following finite set

S ,




0

0

0

 ,


0

0

1

 ,


0

1

0

 ,


0

1

1

 ,


1

0

0




1

0

1

 ,


1

1

0

 ,


1

1

1


 .

It is well known that, for sinusoidal references in a 3-phase system, we can apply the so-

called abc-to-dq transformation. Firstly, we define a current vector in abc frame as: iabc =
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Figure 7.3: Two-Level inverter topology.

[ia ib ic]
T . Then, it is transformed into dq frame by applying the following transformation:

idq(t) = Γ(t)iabc(t),

where:

Γ(t) =
2

3

sin(ωt) sin(ωt− 2π
3 ) sin(ωt+ 2π

3 )

cos(ωt) cos(ωt− 2π
3 ) cos(ωt+ 2π

3 )

 , (7.12)

and idq(t) = [id(t) iq(t)]
T .

Thus, the continuous-time model of the 2-level inverter, in dq frame, is expressed by:

didq(t)

dt
=

−r/L ω

−ω −r/L

 idq(t) +

VdcL 0

0 Vdc
L

 sdq(t),
where, sdq(t) = [sd(t) sq(t)]

T = Γ(t)sabc(t), in which sabc = [sa(t) sb(t) sc(t)]
T is the

inverter switches vector.

Similar to the buck converter, we define the state and input deviations, x, for the 2-level

inverter. In this case we seek a constant amplitud reference, I?, for the output currents

iabc. This is equivalent to setting i?dq = [I? 0]T . On the other had, the input required

for maintaining this state value is s?dq = [rI?/Vdc ωLI?/Vdc]
T . Thus, the system state

deviation in dq frame is characterized via:

x = idq − i?dq, u = sdq − s?dq
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Then, using forward Euler approximation, we obtain the discrete-time model

x(k + 1) = Ax(k) +Bu(k),

where

A =

1− h rL ωh

−ωh 1− h rL

 , B =

 hLVdc 0

0 h
LVdc

 ,
in which

u(k) ∈ U(k) = Γ(k)S− s?dq.

In Section 7.6.2 we will show that our results can also be applied when the input is

restricted to belong to a bounded time-varying finite set of the form give above. For ease

of presentation, however, we will first focus on the time-invariant case.

7.4 Finite-Control-Set MPC

In this section we formalize the predictive control problem for power converters in terms of

a quadratic programme with finite set constraints. For further background of MPC with

finite set constraints, see [37,96].

As already mentioned, we focus on power converters which can be modeled, in a state

space framework, via:

x(k + 1) = f(x(k), u(k)) , Ax(k) +Bu(k), (7.13)

where x ∈ Rn stands for the n-system state variables and u ∈ U ⊂ Rm represents the m-

control inputs of the power converter, i.e., the switch positions. This model encompasses

a variety of converter topologies, including those presented in Section 7.3. In this case,

due to the nature of the system, we deal with a linear system wich presents a finite control

set of p elements, such that

u(k) ∈ U = {u1, u2, . . . , up}. (7.14)

In particular, FCS-MPC uses predictions of the future behaviour of the system, from the

current state x(k) = x. We will consider the following quadratic cost function with a
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prediction horizon N ≥ 1,

VN (x, ~u) = Vf (x′(N)) +
N−1∑
j=0

`(x′(j), u′(j)), (7.15)

where the term

`(x′, u′) = |x′|2Q + |u′|2R = (x′)TQx′ + (u′)TRu′, (7.16)

is called stage cost, in which Q and R are positive definite matrices, and the term

Vf (x′) = |x′|2P = (x′)TPx,

is the final cost, in which P is also positive definite. The predicted state trajectories, x′(j),

are generated by the following model

x′(j + 1) = Ax′(j) +Bu′(j), x′(0) = x(k) = x, (7.17)

while

~u = [ (u′(0))T (u′(1))T . . . (u′(N − 1))T ]T ∈ UN (7.18)

contains the constrained input predictions.

Now, the FCS-MPC strategy can be stated as an optimal control problem, PN (x), for the

system (7.13), as:

PN (x) : V op
N (x) = min

~u
{VN (x, ~u) | ~u(x) ∈ U(x)} (7.19)

subject to:

x′(j) ∈ Rn, ∀j ∈ {0, · · · , N}, (7.20)

u′(j) ∈ U, ∀j ∈ {0, · · · , N − 1}, (7.21)

x′(N) ∈ Xf . (7.22)

Here, (7.20) considers the system state constraints while (7.21) encompasses the finite

control set constraint along the prediction horizon. Constraint (7.22) is the so-called

terminal constraint, with a terminal region Xf ⊂ Rn. Therefore, U(x) ⊆ UN contains all

the feasible input predictions which satisfy (7.20)-(7.22). Thus, we denote the domain of

the cost function via

XN = {x ∈ X : U(x) 6= ∅}.
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Consequently, the optimal input sequence, ~uop(x), is that one which minimizes the cost

function,

~uop(x) , arg

{
min
~u∈U(x)

VN (x, ~u)

}
. (7.23)

For future reference, we denote its components via

~uop(x) =
[

(u′op(0))T . . . (u′op(N − 1))T
]T
, (7.24)

while the resulting optimal state sequence is

~xop(x) =
[
xT (x′op(1))T . . . (x′op(N))T

]T
.

Following the receding horizon paradigm, only the first element of ~uop(x) is applied to the

converter at each sampling instant. The solution of the optimal problem, PN (x) in (7.19),

yields the MPC control law, κN (·) : XN → U,

κN (x) , u′op(0). (7.25)

Thus, the resulting FCS-MPC loop can be represented via

x(k + 1) = Ax(k) +BκN (x(k)). (7.26)

Remark 7.4.1 It is important to notice that, in the cost function VN (x, ~u), Q and R are

weighting matrices used to penalize predicted behaviour. Hence, these are given matrices.

On the other hand, matrix P is used to penalize the final predicted state, x′(N). This

term is used to guarantee stability of the predictive strategy. The design of matrix P will

be analyzed in Section 7.5.

Remark 7.4.2 Choosing lager prediction horizons N ≥ 1, in general, gives better closed-

loop performance than choosing short ones. It is for this reason that we consider prediction

horizons N ≥ 1 [12, 13]. Unfortunately, for FCS-MPC, obtaining the optimal input se-

quence, ~uop(x), requires that one solve a combinatorial optimization problem. This limits

the use of larger horizons in practical applications. Interestingly, recent research has shown

that, in some situations, the use of horizon one also gives the optimal solution to a for-

mulation with a larger horizon, see [79].
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7.5 Lyapunov-Based Stability and Performance Analysis of

FCS-MPC

There exist several methodologies in the literature to study stability of MPC, which have

some common ingredients that allow one to formalize this field (see [123]). The main

common ingredient is the fact that these predictive strategies rely on a cost function

to forecast the future behaviour of the system to be controlled. Hence, a key aspect

to establish stability of MPC is based on considering this cost function as a candidate-

Lyapunov function. To guarantee practical stability when FCS-MPC is applied to system

(7.13), by Theorem 7.2.1, it is sufficient to design the cost function, VN (x, ~u) in (7.15),

in order to satisfy the conditions (7.5)-(7.7) presented in Definition 7.2.4. Thus, the cost

function can be considered as a practical CLF. Further background related to practical

stability of MPC can be found in [113].

7.5.1 Practical Stability of MPC

A widely-used idea to guarantee that the cost function is a CLF is based on finding a

known controller, κf (x), which can stabilize the system within the terminal region Xf ,

see [12].

To adapt this idea to systems with finite control sets, we first introduce the following

definition:

Definition 7.5.1 (Vector Quantizer (see e.g. [100])) Consider a set A ⊆ Rn a finite

set B , {b1, . . . , bp} ⊂ Rn. A function qB(·) : A → B is an Euclidean vector quantizer if

qB(a) = bi ∈ B if and only if bi satisfies that | a − bi |≤| a − bj |, for all bj 6= bi, where

bj ∈ B. The associated quantization error is defined as ηB(a) , qB(a)− a.

This allows us to introduce an associated nominal set for the finite set U via

Ū , {ū ∈ Rm : |ū| ≤ ūmax} ,

where ūmax ∈ (0,∞) is a design parameter. Since Ū is bounded, so is the quantization
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error, thus

|η| , ∆q , max
ū∈Ū
|qU (ū)− ū| <∞. (7.27)

Note that ∆q depends upon ūmax.

Given the nature of our problem, and in view of results for unconstrained systems (see

Chapter 2.5 of [12]) we choose κf (x) as follows:

κf (x) = qU(Kx) = Kx+ η(x), (7.28)

where

K = −W−1BTPA, W = BTPB +R. (7.29)

Thus, system (7.13), in the terminal region, Xf , can be modeled by:

x(k + 1) = AKx(k) + wf (x(k)), ∀xk ∈ Xf , (7.30)

where AK , A+BK and wf (x(k)) = Bη(x(k)) represents the state disturbance produced

by the quantization error.

The above allows to define the terminal region in (7.22) as:

Xf = {x ∈ Rn : Kx ∈ Ū}

To guarantee stability of the FCS-MPC loop (7.26) we propose to design the cost func-

tion in (7.15) considering the (sufficient) stabilizing conditions presented in the following

theorem.

Theorem 7.5.1 Let DδN , {x ∈ Xf : |x| ≤ δN} be a neighbourhood of the origin, where

δ2
N ,

(
1 + (1− ρ)N

λmin(Q)(1− ρ)

)
|W |∆2

q . (7.31)

in which ρ = 1 − λmin(Q)
λmax(P ) ∈ (0, 1). If the cost function is designed such that the terminal

cost satisfies that:

1. matrix P is the solution to the algebraic Riccati equation

ATKPAK − P +Q∗ = 0, Q∗ = Q+KTRK, (7.32)
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2. there exists a local controller, κf (x), which satisfies the following condition in the

terminal region:

Vf (f(x, κf (x)))− Vf (x) + `(x, κf (x)) < γ (7.33)

for all x ∈ Xf and some γ ≥ 0,

then system (7.26) is PAS with DδN as an ultimately invariant set.

The proof of this theorem can be found in [12]. A more rigorous analysis of stability of

MPC with finite control sets is given in [37,85,122].

7.5.2 FCS-MPC Convergence

It is clear that the cost function, VN (x) in (7.15), is always positive, becoming zero only

at the origin, i.e., VN (0) = 0. Therefore, the system state will be led to the origin (system

reference) if the cost VN (x) decreases. For this reason, we will next study the convergence

of the cost function, when designed as per (7.32).

Terminal Condition

We first analyze the practical stability condition (7.33), presented in Theorem 7.5.1, for

our problem.

Vf (Ax+ κf (x))− Vf (x) + `(x, κf (x))

= |AKx+Bη|2P − |x|2P + |x|2Q + |Kx+ η|2R,

= xT
(
ATKPAK − P +Q∗

)
x+ 2xT (ATKPB +KTR)η + ηTWη,

Since matrix P is chosen to be the solution to the discrete Riccati equation in (7.32), we

have that

ATKPAK − P +Q∗ = 0,

ATKPB +KTR = ATPB +KTW = 0.
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Consequently, considering that the quantization error is bounded by |η| ≤ ∆q, it follows

that

Vf (Ax+Buf )− Vf (x) + `(x, uf ) ≤ |W |∆2
q , (7.34)

for all x ∈ Xf .

Monotonicity of the Cost Function

Let x′(0) = x(k) = x ∈ XN be the current system state. Consider that the optimal input

sequence obtained at the current instant is

~uop(x) =
[

(κN (x))T (u′op(1))T . . . (u′op(N − 1))T
]T
,

Thus, the optimal value of the cost function is given by

V op
N (x) = VN (x, ~uop(x)). (7.35)

Afterwards, for the next sampling instant k+ 1 the optimal input sequence, say ~uop(x(k+

1)), gives us the optimal value

V op
N (x) = VN (x(k + 1), ~uop(x(k + 1))). (7.36)

It is important to emphasize that ~uop(x(k+ 1)) may not have any common elements when

compered to ~uop(x). Thus, comparing (7.35) with (7.36) may be hard task. To study this

problem, we take into account the proposed stabilizing local controller, κf (x), in order to

adopt the shifted sequence approach [12] and use the following feasible input sequence,

ũ =
[

(u′op(1))T . . . (u′op(N − 1))T κf (x′(N))T
]T
,

which considers the elements of ~uop(x) and the local controller κf (x′(N)). Notice that, by

constraint (7.22), x′(N) ∈ Xf . Thus, by optimality, we obtain the bound

V op
N (x(k + 1)) ≤ VN (x(k + 1), ũ). (7.37)
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Comparing (7.35) with (7.37), and taking into account (7.15), we obtain that (with x(k) =

x)

∆VN (x) =V op
N (xk+1)− V op

N (x)

≤VN (xk+1, ũ)− V op
N (x)

=− `(x, κN (x)) + Vf
(
Ax′(N) +Bκf (x′(N))

)
+ `(x′(N), κf (x′(N)))− Vf (x′(N)).

Therefore, considering (7.34) and that `(x, u) > |x|2Q, it follows that

∆VN (x) ≤ −a3|x|2 + σ, ∀x ∈ XN . (7.38)

where a3 = λmin(Q) and σ = |W |∆2
q .

Consequently, the cost function, VN (x), will monotonically decrease, until the system state

reaches a value of |x|2 < σ
a3

.

Practical CLF

We first notice that

VN (x, ~u) ≥ `(x, κN (x)) ≥ |x|2Q. (7.39)

Afterwards, using κf (x) in (7.28), we can obtain the following feasible input sequence (see

also [79])

ũ(x) = [(κf (x))T (κf (x′(1)))T . . . (κf (x′(N − 1)))T ]T .

Thus, it is possible to derive the following relationship

|x′(N − 1)|2Q + |κf (x′(N − 1))|2R + |x′(N)|2P = |x′(N − 1)|2P + |ην(x(N − 1))|2W .

By iterating this procedure for the remaining elements of ũ(x) and using optimality, we

obtain the bound (with x(k) = x)

VN (x, ~uop(x)) ≤VN (x, ũ(x)) = |x|2P +

N−1∑
j=0

|ην(x′(j))|2W , ∀x ∈ Xf . (7.40)
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Consequently, tacking into account (7.38)-(7.40) and considering Definition 7.2.2, we ob-

tain that VN (x) is a practical CLF for the system (7.13) which satisfies

VN (x) ≥ a1|x|2, ∀x ∈ XN

VN (x) ≤ a2|x|2 + d, ∀x ∈ Xf

∆VN (x) ≤ −a3|x|2 + σ,

(7.41)

for all x ∈ XN , where

a1 = a3 = λmin(Q), a2 = λmax(P ),

d = N |W |∆2
q , σ = |W |∆2

q .

Exponential Convergence

It follows from (7.41) that

VN (x(k + 1)) ≤ VN (x(k))− a3|x(k)|2 + σ.

Considering that VN (x) < a2|x|2 + d, we obtain that

VN (x(k + 1)) ≤VN (x(k))− a3

a2
(VN (x(k)− d) + σ

≤ρVN (x(k)) + (1− ρ)d+ σ,

where ρ = 1− a3/a2 ∈ (0, 1).

By iterating this relationship we can derive the following bound for the evolution of the

cost function, starting for a initial state x(0) = x0

VN (x(k)) ≤ ρkVN (x0) + a1

(
1− ρk

)
δ2
N , (7.42)

for all k > 0, x0 ∈ Xf .

Thus, since ρ ∈ (1, 0), the cost function will be ultimately bounded by

lim
k→∞

|VN (x(k))| ≤ γN = a1δ
2
N
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Considering that VN (x) > a1|x|2, we can derive the following quadratic bound for the

system state:

|x(k)|2 ≤ 1

a1
ρkVN (x0) +

(
1− ρk

)
δ2
N ,

Finally, as was stated in Theorem 7.5.1, the system state will be ultimately bounded by

lim
k→∞

|x(k)| ≤ δN

Consequently, the optimal control law, κN (x), obtained from FCS-MPC strategy will steer

the initial system state x0 ∈ XN into the terminal region Xf and then exponentially into

the ultimately invariant set DδN where finally the system will be confined.

7.6 Case Studies

In this section we illustrate the Lyapunov-based stability and performance analysis pre-

sented in this work when it is applied to two classes of power converters, a buck converter

and a 2-level inverter.

7.6.1 Buck DC-DC converter

For this simulation study, we focus on a three-level buck dc-dc converter presented in

Section 7.3.1, see also Fig. 7.2. The electrical parameters of this dc-dc converter are

chosen as Vdc = 100 V , r = 5 Ω, L = 5 mH and C = 40 µF . The desired output voltage

reference is set as v?o = 37.5 V , thus, α = 0.375, see Section 7.3.1.

The predictive controller was implemented using a sampling period of h = 200 µs. To

design the cost function, we chose a weighting factor ωx = 1 which gives us a trade off

between the inductor current tracking error, x1, and the output voltage tracking error,

x2. In addition, a weighting factor for the control input ωu = 0.1 is considered. Thus, the
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stage cost becomes

`(x(j), u(j)) = |x(j)|2Q + |u(j)|2R

= (iL,pu(j)− α)2 + ωx(vo,pu(j)− α)2 + ωu(vi,pu(j)− α)2

where

Q =

1 0

0 1

 , R = 0.1.

Afterwards, we can solve the Riccati equation presented in (7.32) in order to set the

terminal cost. Thus, we obtain that:

P =

 3.2271 −0.2591

−0.2591 1.0563

 , K =
[
−2.5912 0.5635

]
.

Finally, considering a prediction horizon of N = 1, the cost function (7.15) becomes:

VN (x, ~u) = |x(k)|2Q + |u(k)|2R + |x(k + 1)|2P .

From this design, we can say that the cost function will be exponentially bounded as

shown in (7.42), with a decay rate of:

ρ = 1− a2/a3 = 0.6930,

and final value

γN = 0.0573.

Thus, one can anticipate that the system state deviation, x, will be led by the predictive

controller to the ultimately invariant set, DδN , characterized via, see (7.31),

DδN = {x ∈ Rn : |x| ≤ δN = 0.2394}.

The evolution of the buck converter under FCS-MPC, starting from vo,pu = iL,pu = 0, is

depicted in Fig. 7.4. Here, one can see that the predictive controller leads the system state

to the invariant set DδN . The per-unit system state (inductor current iL,pu and output

voltage vo,pu) and the finite control input (input voltage vi,pu) behaviour, over the time,

are shown in Fig. 7.5. It is clear that the steady-state system trajectories are bounded

around of the desired reference.
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Figure 7.4: Convergence of the buck converter to the ultimate invariant set DδN ;

δN = 0.2394.
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Figure 7.5: System state and input behaviour over time.

Due to the design of the cost function, VN (x), one can see in Fig. 7.6 that VN (x) is

exponentially bounded as defined in (7.42). Hence, it decreases exponentially until the
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system state deviation, x, reaches the ultimately invariant set DδN . Inside this region, the

cost function, VN (k), presents an oscillating behaviour bounded by γN . This is attributable

to the fact that due to the switching action which occurs at discrete time-instants the

system cannot reach an equilibrium point for the given reference.
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Figure 7.6: Cost function VN (x) and norm of the state deviation |x| over time.

To show how the cost function design affects the system behaviour, we carried out simu-

lations for the buck converter using a different matrix R. In this case we propose to set

matrix R = 0.01. Following the same procedure used previously, we obtain

P =

2.22401 −0.0441

−0.0441 1.00090

 , K =
[
−4.4057 0.8990

]
.

Consequently, under this new setting the cost function satisfies the bound (7.42) with a

decay factor ρ = 0.5507 and a final value of γN = 0.0247.

Finally, the ultimately invariant set for the system state deviation under this new scenario

is given by:

DδN = {x ∈ Rn : |x| ≤ δN = 0.1572}.

The system state deviation behaviour, x, with this new cost function parameters, is pre-

sented in Figures 7.7 and 7.8 Here one can observe that the system trajectories produce

a smaller tracking error than in the previous case. This is achieved by incrementing the

commutations between the available inputs. Furthermore, in Fig. 7.9 one can clearly see

that the cost function decreases faster than in the previous case.
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Figure 7.7: Convergence of the buck converter to the ultimate invariant set DδN ;

δN = 0.1572.
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Figure 7.8: System state and input behaviour over time.
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Figure 7.9: Cost function VN (x) and norm of the state deviation |x| over time.

7.6.2 2-Level Inverter

Here, experimental results of the performance of FCS-MPC when applied to the 2-level

inverter are presented. The inverter prototype was built based on discrete insulated-gate

bipolar transistors (IGBTs) IRG4PC30KD. The electrical parameters of the converter-load

system are Vdc = 200 V , r = 5 Ω and L = 17 mH, see Fig. 7.3. The predictive strategy

was implemented in a standard TMS320C6713 DSP considering a sampling period of

h = 100 µs. Then, the optimal input was applied to the converter by using an XC3S400

FPGA. The desired amplitude for the output current is I? = 5 A with a frequency of

f0 = 50 Hz. For this converter, the associated nominal input set is chosen to be

Ū , {ū ∈ R : |ū+ s?dq| ≤ 1/2}.

A key observation is that the set Ū can be used for the analysis of U(k). This follows

directly from (7.12). In fact, since Γ(k)S ∈ [−1, 1] for all k ≥ 0, from (7.27), we obtain

that

|η(x)| ≤ ∆q =
1

2
, ∀x ∈ Xf .

The cost function was set with N = 1, Q = I2x2 and R = 02x2. Thus, following the

stabilizing design presented in Theorem 7.5.1, we obtain that

P =

2.1554 0

0 2.1554

 , K =

−0.2030 −0.0066

0.0066 −0.2030

 .
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Consequently, the cost function satisfies the bound (7.42) with a decay factor ρ = 0.5360

and a final value of γ = 2.3533. Thus, the ultimately invariant set, where the system state

deviation, x, will be confined, is given by:

Dδ = {x ∈ Rn : |x| ≤ δ = 1.5340}.

The behaviour of the state deviation of the 2-level inverter is shown in Fig. 7.10. Here,

the controller leads the system to the desired reference, in terms of amplitud (dq frame).

Consequently, a sinusoidal behaviour of the output currents, iabc, is obtained, see Fig. 7.11.

This is generated by the optimal input voltage, vabc, applied to the load. Phase-a inverter

voltage, va, and the line-to-line voltage, vab, are also presented in Fig. 7.11. As expected

for FCS-MPC, the inverter voltage spectrum is spread as can be observed in Fig. 7.11,

yielding a distortion of THDv = 2.2802 %. The evolution of the cost function, V (x), is

shown in Fig. 7.12. This is exponentially bounded by (7.42). A similar behaviour can be

observed in the norm of the system state |x(k)|.
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Figure 7.10: Convergence of the 2-level inverter in dq frame to the ultimate

invariant set DδN ; δN = 1.5340.
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Figure 7.11: Output current and inverter voltage in abc frame.
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Figure 7.12: Cost function VN (x) and norm of the state deviation |x| over time.
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Similar to the buck converter, here we change the value of matrix R to see how this setting

affects the loop. In this case, this setting is chosen to be R = 2I2x2. Thus, we obtain that

P =

2.3332 0

0 2.3332

 , K =

−0.2030 −0.0066

0.0066 −0.2030

 .
Consequently, for this new controller setting, the cost function will be exponentially

bounded with a decay rate of ρ = 0.5242 and a final value of γ = 4.3576. Thus, the

ultimately invariant set is given by: Dδ = {x ∈ Rn : |x| ≤ δ = 2.0875}.

The behaviour of the system state under this new scenario is depicted in Figures 7.13 and

7.14. In the latter, one can observe that the inverter voltage patten is different to the

one presented in Fig 7.11. It is important to emphasize that the inverter voltage pattern

is a direct consequence of the optimization. This is due to the fact that the matrix R

directly affects the control input. Since in this case R > Q, the predictive controller

gives more preference to minimize the input action, u, than the state tracking error, x.

Consequently, the harmonic pollution in the inverter voltage is reduced, as depicted in

Fig. 7.14, obtaining a distortion of THDv = 1.3367 %. The evolution of the cost function,
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Figure 7.13: Convergence of the 2-level inverter in dq frame to the ultimate

invariant set DδN ; δN = 2.0875.
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VN (x) as well as the norm of the system state are presented in Fig, 7.15.
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Figure 7.14: Output current and inverter voltage in abc frame.
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Figure 7.15: Cost function VN (x) and norm of the state deviation |x| over time.
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7.7 Conclusions

When controlling solid-state power converters in discrete-time, in general, voltages and

currents will not converge to the desired steady-state values. This motivates the analysis of

such converters from a practical stability viewpoint, i.e., by studying convergence of state

variables to a bounded invariant set. The present work has applied, in a semi-tutorial

fashion, Lyapunov-stability concepts to study local practical stability of FCS-MPC when

applied to a class of power converters. Our results show how the cost function can be de-

signed to guarantee practical stability. We also provide bounds on the associated invariant

sets. As was established, this analysis can be used to track both constant and sinusoidal

references. Future work may focus on extending the results presented in this work to

more complex power converter topologies and also to develop novel high-performance con-

trollers. Another interesting topic is to further investigate the effect of the input weighting

matrix R on the switching frequency and spectrum. Additionally, based on this work, ro-

bustness of FCS-MPC when external disturbances or model uncertainties are present can

be analyzed.



8

Conclusions

In this thesis we have investigated practical and theoretical issues regarding the use of FCS-

MPC to handle power converters. We have shown that this predictive control paradigm can

improve the performance of some classes of power converters, in terms of power quality and

dynamic response, when compared to traditional modulation-based control methodologies.

We have presented a stability analysis of MPC for linear time-invariant (LTI) systems

with discrete input alphabets. Based on our theoretical results, we also analysed stability

and performance of power converters when governed by FCS-MPC. The latter study is

focused on power converters that can be modelled as LTI systems with quantised inputs.

We believe that our results can be used as a framework in order to develop new predictive

control formulations for power converters.

8.1 Summary of Contributions

Chapter 2 In this chapter we implemented an FCS-MPC strategy to extend the num-

ber of output voltage levels of a three-cell FCC. The predictive method developed gives

excellent performance obtaining a fast dynamic in the control of the floating capacitor

voltages and a reduced output current distortion. We also showed that it is possible to

achieve a maximum of 8-level in the output voltage even when a high power factor load

is considered. This clearly improves upon previously reported operation limits obtained

with PWM-based techniques. However, the best output currents, in terms of waveform

distortion, were obtained for the 6-level operation.
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Chapter 3 An FCS-MPC formulation for AFE was presented in this chapter. The key

novelty of the proposed approach lies in the way that dynamic references are handled.

To do this, a careful examination of electrical properties of the rectifier was carried out

allowing us to derive compatible references for the active power and the dc-voltage. The

introduction of a reference prediction horizon, which may differ from the switching horizon,

has proven useful allowing the system designer to trade-off tracking band-width for control

effort. Our proposal does not require any additional control-loop. Moreover, saturation

of the source current are also included in the control formulation to ensure safe operation

of the converter.

Chapter 4 In this chapter, we studied the continuous-time performance of power convert-

ers when governed by FCS-MPC. We showed analytically and experimentally that existing

FCS-MPC strategies give, in general, a non-zero steady-state error even when models and

parameter values are exactly known. To address this issue, two different modifications to

the existing FCS-MPC strategy have been proposed. The first one, IS-MPC, is based on

taking measurements in the middle of the sampling period while the second one, IE-MPC,

considers the predicted continuous-time behaviour in the cost function. In both cases,

a higher ripple in the load current is obtained when compared to standard FCS-MPC.

Therefore, there is a trade-off between the ripple in the variable to be controlled and its

average steady-state error. An important characteristic of our proposals is that they do

not affect the dynamic response obtained with standard FCS-MPC. The approaches only

improve the steady-state performance.

Chapter 5 A predictive control strategy to achieve robustness to faults has been proposed

in this chapter. This methodology is applied to a three-phase three-cell FCC. Faults are

identified by using output voltages measurements. To do this, constraints on the switch

sequence transitions are imposed. As remedial action, in case of faults, the proposed

controller adapts the capacitor voltage references in order to maintain the original number

of output voltage levels. The most important benefit of this predictive control strategy is

the good performance achieved in the tracking of the capacitor voltages and the three-phase
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currents even when a fault occurs. We believe that our proposal expands the possibilities

of predictive control in industrial application not only to achieve good performance in the

tracking errors, but also to achieve fault tolerant operation of power converters.

Chapter 6 In this chapter, sufficient conditions to ensure practical stability of LTI sys-

tems with a discrete input alphabet have been presented. We have shown that stabilization

of a neighbourhood of the origin (system reference) when using the discrete alphabet MPC

loop is possible if the cost function is designed as per our results. Thus, our framework can

be used to establish practical stability of any LTI system in which the inputs are affected

by a quantisation processes.

Chapter 7 Motivated by the results presented in Chapter 6, in this chapter we analysed

power converters when governed by FCS-MPC from a practical stability viewpoint, i.e.,

by studying convergence of voltages and currents to a bounded invariant set. This analysis

extends the study presented in Chapter 6 by achieving practical stability when tracking

both constant and sinusoidal references. As an illustrative example, we have applied our

results to the control of two kinds of converter, namely, a dc-dc buck converter and a

two-level inverter.

8.2 Future Work

The results of this thesis have the potential to be extended in several directions:

Extending Prediction Horizon It is well known that choosing lager prediction hori-

zons, in general, gives better closed-loop performance than shorter ones. Unfortunately,

for FCS-MPC to obtain the optimal input sequence requires one to solve a combinatorial

optimisation problem. This limits the use of larger horizons in practical applications. To

address this problem, it would be useful to obtain a suboptimal solution based on the

stability results presented in this thesis, which can be used to reduced the search space to

obtain the optimal one. Thus, one can develop more efficient algorithms which allow us

to use larger horizons in the optimal problem.
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Weighting Matrices Design Another key element in the performance of the resulting

closed-loop is the selection of the weighting factors. We showed that adding a weighting

matrix for the input allows us to improve the output current spectrum. Nevertheless,

these key elements in MPC are normally chosen by trial and error. It would be interesting

to obtain an accurate analytical framework which allows one to design these parameters

in order to achieve desired performance objectives.

Robustness Analysis An important aspect that can be investigated in the future is

the analysis of the performance of FCS-MPC when external disturbances and/or model

uncertainties are present. In this thesis, specifically in Chapters 2 and 3, we have shown

that FCS-MPC can tolerate some level of uncertainties. However, it has not been rigor-

ously studied how these uncertainties can affect the predictive closed-loop stability and

performance. This may be done by including the uncertainties in the stability analysis

presented in Chapters 6 and 7.

Stability Analysis for Complex Converters The stability analysis presented in this

work is limited to power converters which can be modeled as LTI systems with quantised

inputs. Therefore, this study does not cover all existing topologies. This opens the door

to extend this study to more complex power converters by considering stability techniques

for non-linear systems governed by MPC.
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[38] J. Rodŕıguez, J.-S. Lai, and F. Z. Peng, “Multilevel inverters: a survey of topologies,

controls, and applications,” Industrial Electronics, IEEE Transactions on, vol. 49,

no. 4, pp. 724–738, 2002.

[39] A. Nabae, I. Takahashi, and H. Akagi, “A New Neutral-Point-Clamped PWM In-

verter,” Industry Applications, IEEE Transactions on, no. 5, pp. 518–523, 1981.

[40] T. A. Meynard and H. Foch, “Multi-level choppers for high voltage applications,”

Journal of European Power Electronics and Drives, vol. 2, no. 1, pp. 45–50, 1992.

[41] P. Hammond, “A new approach to enhance power quality for medium voltage AC

drives,” Industry Applications, IEEE Transactions on, vol. 33, no. 1, pp. 202–208,

1997.

[42] L. Tolbert, F. Z. Peng, and T. Habetler, “Multilevel converters for large electric

drives,” Industry Applications, IEEE Transactions on, vol. 35, no. 1, pp. 36–44,

1999.
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of a Three-Phase Neutral-Point-Clamped Inverter,” Industrial Electronics, IEEE

Transactions on, vol. 54, no. 5, pp. 2697–2705, 2007.

[59] X. Kou, K. Corzine, and Y. Familiant, “Full binary combination schema for float-

ing voltage source multilevel inverters,” Power Electronics, IEEE Transactions on,

vol. 17, no. 6, pp. 891–897, 2002.

[60] J. Dai, D. Xu, B. Wu, and N. Zargari, “Unified DC-Link Current Control for Low-

Voltage Ride-Through in Current-Source-Converter-Based Wind Energy Conversion

Systems,” Power Electronics, IEEE Transactions on, vol. 26, no. 1, pp. 288–297,

2011.

[61] J. Dai, D. Xu, and B. Wu, “A Novel Control Scheme for Current-Source-Converter-

Based PMSG Wind Energy Conversion Systems,” Power Electronics, IEEE Trans-

actions on, vol. 24, no. 4, pp. 963–972, 2009.

[62] Y. W. Li, M. Pande, N. Zargari, and B. Wu, “An Input Power Factor Control

Strategy for High-Power Current-Source Induction Motor Drive With Active Front-

End,” Power Electronics, IEEE Transactions on, vol. 25, no. 2, pp. 352–359, 2010.



166 Bibliography

[63] J. Rodriguez, J. Dixon, J. Espinoza, J. Pontt, and P. Lezana, “PWM regenerative

rectifiers: state of the art,” Industrial Electronics, IEEE Transactions on, vol. 52,

no. 1, pp. 5–22, 2005.

[64] S. Kwak and H. Toliyat, “Design and rating comparisons of PWM voltage source

rectifiers and active power filters for AC drives with unity power factor,” Power

Electronics, IEEE Transactions on, vol. 20, no. 5, pp. 1133–1142, 2005.

[65] M. Malinowski, M. P. Kazmierkowski, and A. Trzynadlowski, “A comparative study

of control techniques for PWM rectifiers in AC adjustable speed drives,” Power

Electronics, IEEE Transactions on, vol. 18, no. 6, pp. 1390–1396, 2003.

[66] M. P. Kazmierkowski, M. Jasinski, and G. Wrona, “DSP-Based Control of Grid-

Connected Power Converters Operating Under Grid Distortions,” Industrial Infor-

matics, IEEE Transactions on, vol. 7, no. 2, pp. 204–211, 2011.

[67] J. Hu, L. Shang, Y. He, and Z. Zhu, “Direct Active and Reactive Power Regulation of

Grid-Connected DC/AC Converters Using Sliding Mode Control Approach,” Power

Electronics, IEEE Transactions on, vol. 26, no. 1, pp. 210–222, 2011.

[68] C. Hou and P. Cheng, “Experimental verification of the active front-end converters

dynamic model and control designs,” Power Electronics, IEEE Transactions on,

no. 99, p. 1, 2010.

[69] Y. Xie, R. Ghaemi, J. Sun, and J. Freudenberg, “Implicit Model Predictive Control

of a Full Bridge DC–DC Converter,” Power Electronics, IEEE Transactions on,

vol. 24, no. 12, pp. 2704–2713, 2009.

[70] R. Vargas, U. Ammann, B. Hudoffsky, J. Rodŕıguez, and P. Wheeler, “Predictive
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state stability of min–max nonlinear model predictive control,” Systems & control

letters, vol. 57, no. 1, pp. 39–48, Jan. 2008.



Bibliography 171

[110] H. Khalil, Nonlinear Systems (3rd Edition). Prentice Hall, 2001.

[111] Z.-P. Jiang and Y. Wang, “Input-to-state stability for discrete-time nonlinear sys-

tems,” Automatica, vol. 37, no. 6, pp. 857–869, Jun. 2001.

[112] D. M. Raimondo, D. Limón, M. Lazar, L. Magni, and E. F. Camacho, “Min-max

model predictive control of nonlinear systems: A unifying overview on stability,”

European Journal of Control, vol. 15, pp. 1–17, 2009.
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